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Comments submitted via upload to www.regulations.gov 
and via email to RegComments@fhfa.gov 
 
March 26, 2012  
 
Alfred M. Pollard 
General Counsel 
Federal Housing Finance Agency 
Eighth Floor, 400 Seventh Street, S.W. 
Washington, D.C. 20024 
 
Attn:  RIN 2590-AA53 
 
Re:  Federal Housing Finance Agency’s Advance Notice of Proposed Rulemaking re 

Mortgage Assets Affected by Property Assessed Clean Energy Programs (RIN 2590-
AA53); EIS Scoping Comments (RIN 2590-AA53) 
 

Dear Mr. Pollard: 
 

The Center for Biological Diversity (“The Center”) submits the following comments 
regarding the Federal Housing Finance Agency’s (“FHFA” or the “Agency”) Advance Notice of 
Proposed Rulemaking re Mortgage Assets Affected by Property Assessed Clean Energy 
(“PACE”) Programs, RIN 2590-AA53.  The Center is a non-profit organization with more than 
350,000 members and online activists and offices throughout the United States.  The Center’s 
mission is to ensure the preservation, protection and restoration of biodiversity, native species, 
ecosystems, public lands and waters and public health.  In furtherance of these goals, the 
Center’s Climate Law Institute seeks to reduce US greenhouse gas emissions and other air 
pollution to protect biological diversity, the environment, and human health and welfare.   

 
The Center urges FHFA to withdraw its July 2010 statement and February 2011 directive 

restricting PACE programs and allow Fannie Mae and Freddie Mac to purchase mortgages 
secured by properties with PACE obligations or properties eligible for PACE obligations.  The 
proposed rule bars homeowners from making essential energy related home improvements 
through the financing structure provided in PACE programs.  Renewable energy and energy 
efficiency home improvements reduce greenhouse gas emissions, save homeowners money, and 
are critical tools to address climate change. 

 
Through state run PACE programs, local governments finance renewable energy 

improvements for residents through assessment powers.  Homeowners then pay for the energy 
retrofit costs on their property tax bill over time.  More than twenty states have passed PACE 
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legislation.  On July 6, 2010, FHFA issued a “Statement on Certain Energy Retrofit Loan 
Programs,” discussing its concerns with PACE programs.  On February 28, 2011, FHFA issued a 
directive setting forth purported risks with PACE programs and instructing Fannie Mae and 
Freddie Mac to refrain from purchasing mortgages secured by properties with first-lien PACE 
obligations.  FHFA’s actions, the subject of the proposed rule, block homeowners from taking 
advantage of PACE programs, and, due to the high upfront costs of energy related home 
improvements, like residential solar power, effectively prevent many homeowners from making 
energy retrofits.  Conversely, PACE programs remove the significant financial hurdle tied to 
energy related improvements and allow homeowners to undertake renewable energy and energy 
efficiency improvements.  
 

PACE programs are critical tools in addressing climate change because energy related 
home improvements reduce greenhouse gas emissions.  Reduction of greenhouse gas emissions 
protects biological diversity, the environment, and human health and welfare.  The United States 
joined the rest of the world in 1992 in signing and ratifying the U.N. Framework Convention on 
Climate Change and agreed to take action to avoid dangerous anthropogenic interference with 
the climate system.  The best available science now indicates that temperature increases must be 
held to, at most, 1.5 °C, corresponding to atmospheric CO2 concentration levels of 350 ppm, if 
drastic and unacceptable consequences are to be avoided. 1    In fact, however, despite 
international efforts to reduce greenhouse gas pollution, global energy-related emissions rose to a 
new record high last year of 30.6 Gigatonnes (Gt), a 5% jump over the previous record year in 
2008, when these emissions reached 29.3.2  As stated by IEA’s chief economist, it is now 
“becoming extremely challenging to remain below 2 degrees.”3 As calculated by the IEA, annual 
energy-related emissions should be no more than 32 Gt per year by 2020 to avoid exceeding the 
2 °C goal; alarmingly, if emissions in 2011 have risen by the same 5% increase experienced in 
2010 over 2008, the 32 Gt annual emission level may be reached nine years ahead of schedule.4  
Because emissions have continued to rise beyond expectations, the time frame for meaningful 
action has become even shorter. 

 
The Middle Class Task Force’s 2009 report entitled “Recovery Through Retrofit” found 

that the approximately 130 million homes in the US generate more than 20 percent of the 
nation’s carbon dioxide emissions, significantly contributing to climate change.  The report 
further found that energy efficient retrofitting can reduce home energy use by up to 40 percent 

                                                 
1  Hansen , J. et al., Target Atmospheric CO2:  Where Should Humanity Aim?  2 OPEN ATMOSPHERIC SCI. J. 217, 
218 (2008), available at http://pubs.giss.nasa.gov/abstracts/2008/Hansen_etal.html.; see also F. Harvey, UN Chief 
Challenges World to Agree Tougher Target for Climate Change, Guardian.co.uk (June 1, 2011), available at  
http://www.guardian.co.uk/environment/2011/jun/01/climate-change-target-christiana-figueres.  Indeed, a more 
recent study holds that a margin of safety cannot be reached unless temperature increases are limited to 1 °C.  J. 
Hansen et al., The Case for Young People and Nature: A Path to a Healthy, Natural, Prosperous Future, Draft paper 
(May 5, 2011), available at www.columbia.edu/~jeh1/mailings/.../20110505_CaseForYoungPeople.pdf.  
2 IEA, Prospect of Limiting the Global Increase in Temperature To 2°C is Getting Bleaker (May 30, 2011), 
available at http://www.iea.org/index_info.asp?id=1959 (“IEA Report”).  
3 Harvey, F., Worst Ever Carbon Emissions Leave Climate On the Brink, Guardian.co.uk (May 29, 2011), available 
at http://www.guardian.co.uk/environment/2011/may/29/carbon-emissions-nuclearpower; see also Rogelj et al, 
Emission Pathways Consistent with a 2  °C Global Temperature Limit, Nature Climate Change Letters 
DOI:10.1033/NCIMATE1248 (Oct. 23, 2011), available at 
www.nature.com/nclimate/journal/v1/n8/full/nclimate1258.html. 
4 Id. 
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per home, reducing greenhouse gas emissions by up to 160 million metric tons by the year 2020.  
In addition to the environmental benefit, energy efficiency retrofits, according to the report, may 
reduce energy bills by $21 billion annually.  Nevertheless, the report concluded that a key barrier 
to improving home energy efficiency is access to financing; the high upfront costs of energy 
related improvements bar many homeowners from making the improvements.  The PACE 
programs serve as an incentive for homeowners to make energy related improvements and then 
pay the costs over time.   

 
The FHFA should avoid creating barriers to renewable energy and energy efficiency 

home improvements.  The proposed rule prevents homeowners from utilizing PACE programs to 
finance energy related home improvements.  Such home improvements reduce the nation’s 
greenhouse gas emissions and contribute to national and international efforts to address climate 
change.  The Center believes FHFA should promote well-regulated PACE programs with 
appropriate standards, allowing homeowners to invest in energy improvements.   

 
EIS Scoping Comments 

 
As explained above, the agency's proposal will have significant and serious 

environmental impacts including increased greenhouse gas emissions and other air pollution.  
The agency must fully analyze the environmental impacts of its proposed rule in the upcoming 
NEPA analysis.  We hope that full analysis and understanding of those impacts will convince the 
agency to alter its course. 

 
We thank the Agency for the opportunity to provide our comments. 
 

Sincerely, 
 

 
Kassie Siegel 
Center for Biological Diversity 
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Abstract: Paleoclimate data show that climate sensitivity is ~3°C for doubled CO2, including only fast feedback proc-

esses. Equilibrium sensitivity, including slower surface albedo feedbacks, is ~6°C for doubled CO2 for the range of cli-

mate states between glacial conditions and ice-free Antarctica. Decreasing CO2 was the main cause of a cooling trend that 

began 50 million years ago, the planet being nearly ice-free until CO2 fell to 450 ± 100 ppm; barring prompt policy 

changes, that critical level will be passed, in the opposite direction, within decades. If humanity wishes to preserve a 

planet similar to that on which civilization developed and to which life on Earth is adapted, paleoclimate evidence and 

ongoing climate change suggest that CO2 will need to be reduced from its current 385 ppm to at most 350 ppm, but likely 

less than that. The largest uncertainty in the target arises from possible changes of non-CO2 forcings. An initial 350 ppm 

CO2 target may be achievable by phasing out coal use except where CO2 is captured and adopting agricultural and forestry 

practices that sequester carbon. If the present overshoot of this target CO2 is not brief, there is a possibility of seeding ir-

reversible catastrophic effects. 

Keywords: Climate change, climate sensitivity, global warming. 

1. INTRODUCTION 

 Human activities are altering Earth’s atmospheric com-

position. Concern about global warming due to long-lived 
human-made greenhouse gases (GHGs) led to the United 

Nations Framework Convention on Climate Change [1] with 

the objective of stabilizing GHGs in the atmosphere at a 

level preventing “dangerous anthropogenic interference with 

the climate system.” 

 The Intergovernmental Panel on Climate Change [IPCC, 

[2]] and others [3] used several “reasons for concern” to es-

timate that global warming of more than 2-3°C may be dan-

gerous. The European Union adopted 2°C above pre-
industrial global temperature as a goal to limit human-made 

warming [4]. Hansen et al. [5] argued for a limit of 1°C 

global warming (relative to 2000, 1.7°C relative to pre-

industrial time), aiming to avoid practically irreversible ice  

 

 

*Address correspondence to this author at the NASA/Goddard Institute for 
Space Studies, New York, NY 10025, USA; E-mail: jhansen@giss.nasa.gov 

sheet and species loss. This 1°C limit, with nominal climate 

sensitivity of °C per W/m2 and plausible control of other 

GHGs [6], implies maximum CO2 ~ 450 ppm [5]. 

 Our current analysis suggests that humanity must aim for 

an even lower level of GHGs. Paleoclimate data and ongoing 

global changes indicate that ‘slow’ climate feedback proc-

esses not included in most climate models, such as ice sheet 

disintegration, vegetation migration, and GHG release from 

soils, tundra or ocean sediments, may begin to come into 

play on time scales as short as centuries or less [7]. Rapid 

on-going climate changes and realization that Earth is out of 

energy balance, implying that more warming is ‘in the pipe-

line’ [8], add urgency to investigation of the dangerous level 
of GHGs. 

 A probabilistic analysis [9] concluded that the long-term 

CO2 limit is in the range 300-500 ppm for 25 percent risk 

tolerance, depending on climate sensitivity and non-CO2 

forcings. Stabilizing atmospheric CO2 and climate requires 

that net CO2 emissions approach zero, because of the long 

lifetime of CO2 [10, 11]. 
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 We use paleoclimate data to show that long-term climate 

has high sensitivity to climate forcings and that the present 

global mean CO2, 385 ppm, is already in the dangerous zone. 

Despite rapid current CO2 growth, ~2 ppm/year, we show 

that it is conceivable to reduce CO2 this century to less than 

the current amount, but only via prompt policy changes. 

1.1. Climate Sensitivity 

 A global climate forcing, measured in W/m2 averaged 
over the planet, is an imposed perturbation of the planet’s 

energy balance. Increase of solar irradiance (So) by 2% and 

doubling of atmospheric CO2 are each forcings of about 4 

W/m2 [12]. 

 Charney [13] defined an idealized climate sensitivity 

problem, asking how much global surface temperature would 

increase if atmospheric CO2 were instantly doubled, assum-

ing that slowly-changing planetary surface conditions, such 

as ice sheets and forest cover, were fixed. Long-lived GHGs, 

except for the specified CO2 change, were also fixed, not 
responding to climate change. The Charney problem thus 

provides a measure of climate sensitivity including only the 

effect of ‘fast’ feedback processes, such as changes of water 

vapor, clouds and sea ice. 

 Classification of climate change mechanisms into fast 

and slow feedbacks is useful, even though time scales of 

these changes may overlap. We include as fast feedbacks 

aerosol changes, e.g., of desert dust and marine dimethylsul-

fide, that occur in response to climate change [7]. 

 Charney [13] used climate models to estimate fast-

feedback doubled CO2 sensitivity of 3 ± 1.5°C. Water vapor 

increase and sea ice decrease in response to global warming 

were both found to be strong positive feedbacks, amplifying 

the surface temperature response. Climate models in the cur-

rent IPCC [2] assessment still agree with Charney’s estimate. 

 Climate models alone are unable to define climate sensi-

tivity more precisely, because it is difficult to prove that 
models realistically incorporate all feedback processes. The 

Earth’s history, however, allows empirical inference of both 

fast feedback climate sensitivity and long-term sensitivity to 

specified GHG change including the slow ice sheet feed-

back. 

2. PLEISTOCENE EPOCH 

 Atmospheric composition and surface properties in the 

late Pleistocene are known well enough for accurate assess-

ment of the fast-feedback (Charney) climate sensitivity. We 

first compare the pre-industrial Holocene with the last glacial 
maximum [LGM, 20 ky BP (before present)]. The planet 

was in energy balance in both periods within a small fraction 

of 1 W/m2, as shown by considering the contrary: an imbal-

ance of 1 W/m2 maintained a few millennia would melt all 

ice on the planet or change ocean temperature an amount far 

outside measured variations [Table S1 of 8]. The approxi-

mate equilibrium characterizing most of Earth’s history is 

unlike the current situation, in which GHGs are rising at a 

rate much faster than the coupled climate system can re-

spond. 

 Climate forcing in the LGM equilibrium state due to the 

ice age surface properties, i.e., increased ice area, different 

vegetation distribution, and continental shelf exposure, was -

3.5 ± 1 W/m2 [14] relative to the Holocene. Additional forc-

ing due to reduced amounts of long-lived GHGs (CO2, CH4, 

N2O), including the indirect effects of CH4 on tropospheric 

ozone and stratospheric water vapor (Fig. S1) was -3 ± 0.5 

W/m2. Global forcing due to slight changes in the Earth’s 

orbit is a negligible fraction of 1 W/m2 (Fig. S3). The total 
6.5 W/m2 forcing and global surface temperature change of 5 

± 1°C relative to the Holocene [15, 16] yield an empirical 

sensitivity ~  ±  °C per W/m2 forcing, i.e., a Charney sen-

sitivity of 3 ± 1 °C for the 4 W/m2 forcing of doubled CO2. 

This empirical fast-feedback climate sensitivity allows water 

vapor, clouds, aerosols, sea ice, and all other fast feedbacks 

that exist in the real world to respond naturally to global cli-

mate change. 

 Climate sensitivity varies as Earth becomes warmer or 

cooler. Toward colder extremes, as the area of sea ice grows, 
the planet approaches runaway snowball-Earth conditions, 

and at high temperatures it can approach a runaway green-

house effect [12]. At its present temperature Earth is on a flat 

portion of its fast-feedback climate sensitivity curve (Fig. 

S2). Thus our empirical sensitivity, although strictly the 

mean fast-feedback sensitivity for climate states ranging 

from the ice age to the current interglacial period, is also 

today’s fast-feedback climate sensitivity. 

2.1. Verification 

 Our empirical fast-feedback climate sensitivity, derived 
by comparing conditions at two points in time, can be 

checked over the longer period of ice core data. Fig. (1a) 

shows CO2 and CH4 data from the Antarctic Vostok ice core 

[17, 18] and sea level based on Red Sea sediment cores [18]. 

Gases are from the same ice core and have a consistent time 

scale, but dating with respect to sea level may have errors up 

to several thousand years. 

 We use the GHG and sea level data to calculate climate 

forcing by GHGs and surface albedo change as in prior cal-

culations [7], but with two refinements. First, we specify the 
N2O climate forcing as 12 percent of the sum of the CO2 and 

CH4 forcings, rather than the 15 percent estimated earlier [7] 

Because N2O data are not available for the entire record, and 

its forcing is small and highly correlated with CO2 and CH4, 

we take the GHG effective forcing as 

Fe (GHGs) = 1.12 [Fa(CO2) + 1.4 Fa(CH4)],         (1) 

using published formulae for Fa of each gas [20]. The factor 
1.4 accounts for the higher efficacy of CH4 relative to CO2, 

which is due mainly to the indirect effect of CH4 on tropo-

spheric ozone and stratospheric water vapor [12]. The result-

ing GHG forcing between the LGM and late Holocene is 3 

W/m2, apportioned as 75% CO2, 14% CH4 and 11% N2O. 

 The second refinement in our calculations is to surface 

albedo. Based on models of ice sheet shape, we take the 

horizontal area of the ice sheet as proportional to the 4/5 

power of volume. Fig. (S4) compares our present albedo 

forcing with prior use [7] of exponent 2/3, showing that this 
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choice and division of the ice into multiple ice sheets has 

only a minor effect. 

 Multiplying the sum of GHG and surface albedo forcings 

by climate sensitivity °C per W/m2 yields the blue curve in 

Fig. (1c). Vostok temperature change [17] divided by two 

(red curve) is used to crudely estimate global temperature 

change, as typical glacial-interglacial global annual-mean 

temperature change is ~5°C and is associated with ~10°C 

change on Antarctica [21]. Fig. (1c) shows that fast-feedback 

climate sensitivity °C per W/m2 (3°C for doubled CO2) is a 

good approximation for the entire period. 

2.2. Slow Feedbacks 

 Let us consider climate change averaged over a few thou-

sand years – long enough to assure energy balance and 

minimize effects of ocean thermal response time and climate 

change leads/lags between hemispheres [22]. At such tempo-

ral resolution the temperature variations in Fig. (1) are 

global, with high latitude amplification, being present in po-

lar ice cores and sea surface temperature derived from ocean 

sediment cores (Fig. S5). 

 GHG and surface albedo changes are mechanisms caus-

ing the large global climate changes in Fig. (1), but they do 
not initiate these climate swings. Instead changes of GHGs 

and sea level (a measure of ice sheet size) lag temperature 

change by several hundred years [6, 7, 23, 24]. 

 GHG and surface albedo changes are positive climate 

feedbacks. Major glacial-interglacial climate swings are in-

stigated by slow changes of Earth’s orbit, especially the tilt 

of Earth’s spin-axis relative to the orbital plane and the pre-

cession of the equinoxes that influences the intensity of 

summer insolation [25, 26]. Global radiative forcing due to 

orbital changes is small, but ice sheet size is affected by 
changes of geographical and seasonal insolation (e.g., ice 

melts at both poles when the spin-axis tilt increases, and ice 

melts at one pole when perihelion, the closest approach to 

the sun, occurs in late spring [7]. Also a warming climate 

causes net release of GHGs. The most effective GHG feed-

back is release of CO2 by the ocean, due partly to tempera-

ture dependence of CO2 solubility but mostly to increased 

ocean mixing in a warmer climate, which acts to flush out 

 

Fig. (1). (a) CO2, CH4 [17] and sea level [19] for past 425 ky. (b) Climate forcings due to changes of GHGs and ice sheet area, the latter 
inferred from sea level change. (c) Calculated global temperature change based on climate sensitivity of °C per W/m2. Observations are 
Antarctic temperature change [18] divided by two. 
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deep ocean CO2 and alters ocean biological productivity 

[27]. 

 GHG and surface albedo feedbacks respond and contrib-

ute to temperature change caused by any climate forcing, 
natural or human-made, given sufficient time. The GHG 

feedback is nearly linear in global temperature during the 

late Pleistocene (Fig. 7 of [6, 28]). Surface albedo feedback 

increases as Earth becomes colder and the area of ice in-

creases. Climate sensitivity on 

 Pleistocene time scales includes slow feedbacks, and is 

larger than the Charney sensitivity, because the dominant 

slow feedbacks are positive. Other feedbacks, e.g., the nega-

tive feedback of increased weathering as CO2 increases, be-
come important on longer geologic time scales. 

 Paleoclimate data permit evaluation of long-term sensi-

tivity to specified GHG change. We assume only that, to first 

order, the area of ice is a function of global temperature. 

Plotting GHG forcing [7] from ice core data [18] against 

temperature shows that global climate sensitivity including 

the slow surface albedo feedback is 1.5°C per W/m2 or 6°C 

for doubled CO2 (Fig. 2), twice as large as the Charney fast-

feedback sensitivity. Note that we assume the area of ice and 

snow on the planet to be predominately dependent on global 
temperature, but some changes of regional ice sheet proper-

ties occur as part of the Earth orbital climate forcing (see 

Supplementary Material). 

 This equilibrium sensitivity of 6°C for doubled CO2 is 

valid for specified GHG amount, as in studies that employ 

emission scenarios and coupled carbon cycle/climate models 

to determine GHG amount. If GHGs are included as a feed-

back (with say solar irradiance as forcing) sensitivity is still 

larger on Pleistocene time scales (see Supplementary Mate-

rial), but the sensitivity may be reduced by negative feed-

backs on geologic time scales [29, 30]. The 6°C sensitivity 

reduces to 3°C when the planet has become warm enough to 

lose its ice sheets. 

 This long-term climate sensitivity is relevant to GHGs 

that remain airborne for centuries-to-millennia. The human-

caused atmospheric GHG increase will decline slowly if an-

thropogenic emissions from fossil fuel burning decrease 

enough, as we illustrate below using a simplified carbon cy-

cle model. On the other hand, if the globe warms much fur-

ther, carbon cycle models [2] and empirical data [6, 28] re-

veal a positive GHG feedback on century-millennia time 

scales. This amplification of GHG amount is moderate if 

warming is kept within the range of recent interglacial peri-
ods [6], but larger warming would risk greater release of CH4 

and CO2 from methane hydrates in tundra and ocean sedi-

ments [29]. On still longer, geological, time scales weather-

ing of rocks causes a negative feedback on atmospheric CO2 

amount [30], as discussed in section 3, but this feedback is 

too slow to alleviate climate change of concern to humanity. 

2.3. Time Scales 

 How long does it take to reach equilibrium temperature 

with specified GHG change? Response is slowed by ocean 

thermal inertia and the time needed for ice sheets to disinte-

grate. 

 Ocean-caused delay is estimated in Fig. (S7) using a 

coupled atmosphere-ocean model. One-third of the response 

occurs in the first few years, in part because of rapid re-

sponse over land, one-half in ~25 years, three-quarters in 250 

years, and nearly full response in a millennium. The ocean-

 

Fig. (2). Global temperature (left scale) and GHG forcing (right scale) due to CO2, CH4 and N2O from the Vostok ice core [17, 18]. Time 
scale is expanded for the industrial era. Ratio of temperature and forcing scales is 1.5°C per W/m2, i.e., the temperature scale gives the ex-
pected equilibrium response to GHG change including (slow feedback) surface albedo change. Modern forcings include human-made aero-
sols, volcanic aerosols and solar irradiance [5]. GHG forcing zero point is the mean for 10-8 ky BP (Fig. S6). Zero point of modern tempera-
ture and net climate forcing was set at 1850 [5], but this is also the zero point for 10-8 ky BP, as shown by the absence of a trend in Fig. (S6) 
and by the discussion of that figure. 
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caused delay is a strong (quadratic) function of climate sen-

sitivity and it depends on the rate of mixing of surface water 

and deep water [31], as discussed in the Supplementary Ma-

terial Section. 

 Ice sheet response time is often assumed to be several 

millennia, based on the broad sweep of paleo sea level 

change (Fig. 1a) and primitive ice sheet models designed to 
capture that change. However, this long time scale may re-

flect the slowly changing orbital forcing, rather than inherent 

inertia, as there is no discernable lag between maximum ice 

sheet melt rate and local insolation that favors melt [7]. Pa-

leo sea level data with high time resolution reveal frequent 

‘suborbital’ sea level changes at rates of 1 m/century or more 

[32-34]. 

 Present-day observations of Greenland and Antarctica 

show increasing surface melt [35], loss of buttressing ice 

shelves [36], accelerating ice streams [37], and increasing 
overall mass loss [38]. These rapid changes do not occur in 

existing ice sheet models, which are missing critical physics 

of ice sheet disintegration [39]. Sea level changes of several 

meters per century occur in the paleoclimate record [32, 33], 

in response to forcings slower and weaker than the present 

human-made forcing. It seems likely that large ice sheet re-

sponse will occur within centuries, if human-made forcings 

continue to increase. Once ice sheet disintegration is under-

way, decadal changes of sea level may be substantial. 

2.4. Warming “in the Pipeline” 

 The expanded time scale for the industrial era (Fig. 2) 

reveals a growing gap between actual global temperature 

(purple curve) and equilibrium (long-term) temperature re-

sponse based on the net estimated climate forcing (black 

curve). Ocean and ice sheet response times together account 

for this gap, which is now 2.0°C. 

 The forcing in Fig. (2) (black curve, Fe scale), when used 

to drive a global climate model [5], yields global temperature 

change that agrees closely (Fig. 3 in [5]) with observations 

(purple curve, Fig. 2). That climate model, which includes 
only fast feedbacks, has additional warming of ~0.6°C in the 

pipeline today because of ocean thermal inertia [5, 8]. 

 The remaining gap between equilibrium temperature for 

current atmospheric composition and actual global tempera-

ture is ~1.4°C. This further 1.4°C warming still to come is 

due to the slow surface albedo feedback, specifically ice 

sheet disintegration and vegetation change. 

 One may ask whether the climate system, as the Earth 

warms from its present ‘interglacial’ state, still has the ca-

pacity to supply slow feedbacks that double the fast-

feedback sensitivity. This issue can be addressed by consid-

ering longer time scales including periods with no ice. 

3. CENOZOIC ERA 

 Pleistocene atmospheric CO2 variations occur as a cli-

mate feedback, as carbon is exchanged among surface reser-

voirs: the ocean, atmosphere, soils and biosphere. The most 

effective feedback is increase of atmospheric CO2 as climate 

warms, the CO2 transfer being mainly from ocean to  
 

atmosphere [27, 28]. On longer time scales the total amount 

of CO2 in the surface reservoirs varies due to exchange of 

carbon with the solid earth. CO2 thus becomes a primary 

agent of long-term climate change, leaving orbital effects as 

‘noise’ on larger climate swings. 

 The Cenozoic era, the past 65.5 My, provides a valuable 

complement to the Pleistocene for exploring climate sensi-
tivity. Cenozoic data on climate and atmospheric composi-

tion are not as precise, but larger climate variations occur, 

including an ice-free planet, thus putting glacial-interglacial 

changes in a wider perspective. 

 Oxygen isotopic composition of benthic (deep ocean 

dwelling) foraminifera shells in a global compilation of 

ocean sediment cores [26] provides a starting point for ana-

lyzing Cenozoic climate change (Fig. 3a). At times with neg-

ligible ice sheets, oxygen isotope change, 18O, provides a 

direct measure of deep ocean temperature (Tdo). Thus Tdo 
(°C) ~ -4 18O + 12 between 65.5 and 35 My BP. 

 Rapid increase of 18O at about 34 My is associated with 

glaciation of Antarctica [26, 40] and global cooling, as evi-

denced by data from North America [41] and Asia [42]. 

From then until the present, 18O in deep ocean foraminifera 

is affected by both ice volume and Tdo, lighter 16O evaporat-

ing preferentially from the ocean and accumulating in ice 

sheets. Between 35 My and the last ice age (20 ky) the 

change of 18O was ~ 3‰, change of Tdo was ~ 6°C (from +5 
to -1°C) and ice volume change ~ 180 msl (meters of sea 

level). Given that a 1.5‰ change of 18O is associated with a 

6°C Tdo change, we assign the remaining 18O change to ice 

volume linearly at the rate 60 msl per mil 18O change (thus 

180 msl for 18O between 1.75 and 4.75). Equal division of 
18O between temperature and sea level yields sea level 

change in the late Pleistocene in reasonable accord with 

available sea level data (Fig. S8). Subtracting the ice volume 

portion of 18O yields deep ocean temperature Tdo (°C) = -2 

( 18O -4.25‰) after 35 My, as in Fig. (3b). 

 The large (~14°C) Cenozoic temperature change between 

50 My and the ice age at 20 ky must have been forced by 

changes of atmospheric composition. Alternative drives 

could come from outside (solar irradiance) or the Earth’s 

surface (continental locations). But solar brightness in-

creased ~0.4% in the Cenozoic [43], a linear forcing change 

of only +1 W/m2 and of the wrong sign to contribute to the 

cooling trend. Climate forcing due to continental locations 

was < 1 W/m2, because continents 65 My ago were already 

close to present latitudes (Fig. S9). Opening or closing of 

oceanic gateways might affect the timing of glaciation, but it 
would not provide the climate forcing needed for global 

cooling. 

 CO2 concentration, in contrast, varied from ~180 ppm in 

glacial times to 1500 ± 500 ppm in the early Cenozoic [44]. 

This change is a forcing of more than 10 W/m2 (Table 1 in 

[16]), an order of magnitude larger than other known forc-

ings. CH4 and N2O, positively correlated with CO2 and 

global temperature in the period with accurate data (ice 

cores), likely increase the total GHG forcing, but their forc-

ings are much smaller than that of CO2 [45, 46]. 
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3.1. Cenozoic Carbon Cycle 

 Solid Earth sources and sinks of CO2 are not, in general, 

balanced at any given time [30, 47]. CO2 is removed from 

surface reservoirs by: (1) chemical weathering of rocks with 

deposition of carbonates on the ocean floor, and (2) burial of 

organic matter; weathering is the dominant process [30]. CO2 

returns primarily via metamorphism and volcanic outgassing 

at locations where carbonate-rich oceanic crust is being sub-

ducted beneath moving continental plates. 

 Outgassing and burial of CO2 are each typically 1012-1013 
mol C/year [30, 47-48]. At times of unusual plate tectonic 

activity, such as rapid subduction of carbon-rich ocean crust 

or strong orogeny, the imbalance between outgassing and 

burial can be a significant fraction of the one-way carbon 

flux. Although negative feedbacks in the geochemical carbon 

cycle reduce the rate of surface reservoir perturbation [49], a 

net imbalance ~1012 mol C/year can be maintained over 

thousands of years. Such an imbalance, if confined to the 

atmosphere, would be ~0.005 ppm/year, but as CO2 is dis-

tributed among surface reservoirs, this is only ~0.0001 

ppm/year. This rate is negligible compared to the present 

human-made atmospheric CO2 increase of ~2 ppm/year, yet 
over a million years such a crustal imbalance alters atmos-

pheric CO2 by 100 ppm. 

 Between 60 and 50 My ago India moved north rapidly, 

18-20 cm/year [50], through a region that long had been a 

depocenter for carbonate and organic sediments. Subduction 

of carbon-rich crust was surely a large source of CO2 out-

gassing and a prime cause of global warming, which peaked 

50 My ago (Fig. 3b) with the Indo-Asian collision. CO2 must 

have then decreased due to a reduced subduction source and 

enhanced weathering with uplift of the Himalayas/Tibetan 

Plateau [51]. Since then, the Indian and Atlantic Oceans have 

been major depocenters for carbon, but subduction of car-

bon-rich crust has been limited mainly to small regions near 
Indonesia and Central America [47]. 

 Thus atmospheric CO2 declined following the Indo-Asian 

collision [44] and climate cooled (Fig. 3b) leading to Antarc-

tic glaciation by ~34 My. Antarctica has been more or less 

glaciated ever since. The rate of CO2 drawdown declines as 

atmospheric CO2 decreases due to negative feedbacks, in-

cluding the effect of declining atmospheric temperature and 

plant growth rates on weathering [30]. These negative feed-

backs tend to create a balance between crustal outgassing 

and drawdown of CO2, which have been equal within 1-2 
percent over the past 700 ky [52]. Large fluctuations in the 

size of the Antarctic ice sheet have occurred in the past 34 

My, possibly related to temporal variations of plate tectonics 

[53] and outgassing rates. The relatively constant atmos-

 

Fig. (3). Global deep ocean (a) 18O [26] and (b) temperature. Black curve is 5-point running mean of 18O original temporal resolution, 
while red and blue curves have 500 ky resolution. 
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pheric CO2 amount of the past 20 My (Fig. S10) implies a 

near balance of outgassing and weathering rates over that 

period. 

 Knowledge of Cenozoic CO2 is limited to imprecise 

proxy measures except for recent ice core data. There are 

discrepancies among different proxy measures, and even 

between different investigators using the same proxy 
method, as discussed in conjunction with Fig. (S10). Never-

theless, the proxy data indicate that CO2 was of the order of 

1000 ppm in the early Cenozoic but <500 ppm in the last 20 

My [2, 44]. 

3.2. Cenozoic Forcing and CO2 

 The entire Cenozoic climate forcing history (Fig. 4a) is 

implied by the temperature reconstruction (Fig. 3b), assum-

ing a fast-feedback sensitivity of °C per W/m2. Subtracting 

the solar and surface albedo forcings (Fig. 4b), the latter 

from Eq. S2 with ice sheet area vs time from 18O, we obtain 

the GHG forcing history (Fig. 4c). 

 We hinge our calculations at 35 My for several reasons. 

Between 65 and 35 My ago there was little ice on the planet, 

so climate sensitivity is defined mainly by fast feedbacks. 

Second, we want to estimate the CO2 amount that precipi-

tated Antarctic glaciation. Finally, the relation between 

global surface air temperature change ( Ts) and deep ocean 

temperature change ( Tdo) differs for ice-free and glaciated 

worlds. 

  Climate models show that global temperature change is 

tied closely to ocean temperature change [54]. Deep ocean 

temperature is a function of high latitude ocean surface tem-

perature, which tends to be amplified relative to global mean 

ocean surface temperature. However, land temperature 

change exceeds that of the ocean, with an effect on global 

temperature that tends to offset the latitudinal variation of 

ocean temperature. Thus in the ice-free world (65-35 My) we 

take Ts ~ Tdo with generous (50%) uncertainty. In the gla-

ciated world Tdo is limited by the freezing point in the deep 

ocean. Ts between the last ice age (20 ky) and the present 

 

Fig. (4). (a) Total climate forcing, (b) solar and surface albedo forcings, and (c) GHG forcing in the Cenozoic, based on Tdo history of Fig. 

(3b) and assumed fast-feedback climate sensitivity °C per W/m2. Ratio of Ts change and Tdo change is assumed to be near unity in the 
minimal ice world between 65 and 35 My, but the gray area allows for 50% uncertainty in the ratio. In the later era with large ice sheets we 
take Ts/ Tdo = 1.5, in accord with Pleistocene data. 
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interglacial period (~5°C) was ~1.5 times larger than Tdo. 

In Fig. (S5) we show that this relationship fits well through-

out the period of ice core data. 

 If we specify CO2 at 35 My, the GHG forcing defines 

CO2 at other times, assuming CO2 provides 75% of the GHG 

forcing, as in the late Pleistocene. CO2 ~450 ppm at 35 My 
keeps CO2 in the range of early Cenozoic proxies (Fig. 5a) 

and yields a good fit to the amplitude and mean CO2 amount 

in the late Pleistocene (Fig. 5b). A CO2 threshold for Antarc-

tic glaciation of ~500 ppm was previously inferred from 

proxy CO2 data and a carbon cycle model [55]. 

 Individual CO2 proxies (Fig. S10) clarify limitations due 

to scatter among the measurements. Low CO2 of some early 
Cenozoic proxies, if valid, would suggest higher climate 

 

Fig. (5). (a) Simulated CO2 amounts in the Cenozoic for three choices of CO2 amount at 35 My (temporal resolution of black and colored 
curves as in Fig. (3); blue region: multiple CO2 proxy data, discussed with Fig. (S10); gray region allows 50 percent uncertainty in ratio of 
global surface and deep ocean temperatures). (b) Expanded view of late Pleistocene, including precise ice core CO2 measurements (black 
curve). 
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sensitivity. However, in general the sensitivities inferred 

from the Cenozoic and Phanerozoic [56, 57, 58] agree well 

with our analysis, if we account for the ways in which sensi-

tivity is defined and the periods emphasized in each empiri-

cal derivation (Table S1). 

 Our CO2 estimate of ~450 ppm at 35 My (Fig. 5) serves 

as a prediction to compare with new data on CO2 amount. 
Model uncertainties (Fig. S10) include possible changes of 

non-CO2 GHGs and the relation of Ts to Tdo. The model 

fails to account for cooling in the past 15 My if CO2 in-

creased, as several proxies suggest (Fig. S10). Changing 

ocean currents, such as the closing of the Isthmus of Panama, 

may have contributed to climate evolution, but models find 

little effect on temperature [59]. Non-CO2 GHGs also could 

have played a role, because little forcing would have been 

needed to cause cooling due to the magnitude of late Ceno-

zoic albedo feedback. 

3.3. Implication 

 We infer from Cenozoic data that CO2 was the dominant 

Cenozoic forcing, that CO2 was ~450 ± 100 ppm when Ant-

arctica glaciated, and that glaciation is reversible. Together 

these inferences have profound implications.  

 Consider three points marked in Fig. (4): point A at 35 

My, just before Antarctica glaciated; point B at recent inter-

glacial periods; point C at the depth of recent ice ages. Point 

B is about half way between A and C in global temperature 

(Fig. 3b) and climate forcings (Fig. 4). The GHG forcing 
from the deepest recent ice age to current interglacial warmth 

is ~3.5 W/m2. Additional 4 W/m2 forcing carries the planet, 

at equilibrium, to the ice-free state. Thus equilibrium climate 

sensitivity to GHG change, including the surface albedo 

change as a slow feedback, is almost as large between today 

and an ice-free world as between today and the ice ages. 

 The implication is that global climate sensitivity of 3°C 

for doubled CO2, although valid for the idealized Charney 

definition of climate sensitivity, is a considerable under-

statement of expected equilibrium global warming in re-
sponse to imposed doubled CO2. Additional warming, due to 

slow climate feedbacks including loss of ice and spread of 

flora over the vast high-latitude land area in the Northern 

Hemisphere, approximately doubles equilibrium climate 

sensitivity. 

 Equilibrium sensitivity 6°C for doubled CO2 is relevant 

to the case in which GHG changes are specified. That is ap-

propriate to the anthropogenic case, provided the GHG 

amounts are estimated from carbon cycle models including 
climate feedbacks such as methane release from tundra and 

ocean sediments. The equilibrium sensitivity is even higher 

if the GHG feedback is included as part of the climate re-

sponse, as is appropriate for analysis of the climate response 

to Earth orbital perturbations. The very high sensitivity with 

both albedo and GHG slow feedbacks included accounts for 

the huge magnitude of glacial-interglacial fluctuations in the 

Pleistocene (Fig. 3) in response to small forcings (section 3 

of Supplementary Material). 

 Equilibrium climate response would not be reached in 
decades or even in a century, because surface warming is 

slowed by the inertia of the ocean (Fig. S7) and ice sheets. 

However, Earth’s history suggests that positive feedbacks, 

especially surface albedo changes, can spur rapid global 

warmings, including sea level rise as fast as several meters 

per century [7]. Thus if humans push the climate system suf-

ficiently far into disequilibrium, positive climate feedbacks 

may set in motion dramatic climate change and climate im-

pacts that cannot be controlled. 

4. ANTHROPOCENE ERA 

 Human-made global climate forcings now prevail over 

natural forcings (Fig. 2). Earth may have entered the An-

thropocene era [60, 61] 6-8 ky ago [62], but the net human-

made forcing was small, perhaps slightly negative [7], prior 

to the industrial era. GHG forcing overwhelmed natural and 

negative human-made forcings only in the past quarter cen-

tury (Fig. 2). 

 Human-made climate change is delayed by ocean (Fig. 

S7) and ice sheet response times. Warming ‘in the pipeline’, 
mostly attributable to slow feedbacks, is now about 2°C (Fig. 

2). No additional forcing is required to raise global tempera-

ture to at least the level of the Pliocene, 2-3 million years 

ago, a degree of warming that would surely yield ‘danger-

ous’ climate impacts [5]. 

4.1. Tipping Points 

 Realization that today’s climate is far out of equilibrium 

with current climate forcings raises the specter of ‘tipping 

points’, the concept that climate can reach a point where, 

without additional forcing, rapid changes proceed practically 
out of our control [2, 7, 63, 64]. Arctic sea ice and the West 

Antarctic Ice Sheet are examples of potential tipping points. 

Arctic sea ice loss is magnified by the positive feedback of 

increased absorption of sunlight as global warming initiates 

sea ice retreat [65]. West Antarctic ice loss can be acceler-

ated by several feedbacks, once ice loss is substantial [39]. 

 We define: (1) the tipping level, the global climate forc-

ing that, if long maintained, gives rise to a specific conse-

quence, and (2) the point of no return, a climate state beyond 

which the consequence is inevitable, even if climate forcings 
are reduced. A point of no return can be avoided, even if the 

tipping level is temporarily exceeded. Ocean and ice sheet 

inertia permit overshoot, provided the climate forcing is re-

turned below the tipping level before initiating irreversible 

dynamic change. 

 Points of no return are inherently difficult to define, be-

cause the dynamical problems are nonlinear. Existing models 

are more lethargic than the real world for phenomena now 

unfolding, including changes of sea ice [65], ice streams 
[66], ice shelves [36], and expansion of the subtropics [67, 

68]. 

 The tipping level is easier to assess, because the paleo-

climate quasi-equilibrium response to known climate forcing 

is relevant. The tipping level is a measure of the long-term 

climate forcing that humanity must aim to stay beneath to 

avoid large climate impacts. The tipping level does not de-

fine the magnitude or period of tolerable overshoot. How-

ever, if overshoot is in place for centuries, the thermal per-
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turbation will so penetrate the ocean [10] that recovery with-

out dramatic effects, such as ice sheet disintegration, be-

comes unlikely. 

4.2. Target CO2 

 Combined, GHGs other than CO2 cause climate forcing 

comparable to that of CO2 [2, 6], but growth of non-CO2 

GHGs is falling below IPCC [2] scenarios. Thus total GHG 

climate forcing change is now determined mainly by CO2 
[69]. Coincidentally, CO2 forcing is similar to the net hu-

man-made forcing, because non-CO2 GHGs tend to offset 

negative aerosol forcing [2, 5]. 

 Thus we take future CO2 change as approximating the net 

human-made forcing change, with two caveats. First, special 

effort to reduce non-CO2 GHGs could alleviate the CO2 re-

quirement, allowing up to about +25 ppm CO2 for the same 

climate effect, while resurgent growth of non-CO2 GHGs 

could reduce allowed CO2 a similar amount [6]. Second, 

reduction of human-made aerosols, which have a net cooling 
effect, could force stricter GHG requirements. However, an 

emphasis on reducing black soot could largely off-set reduc-

tions of high albedo aerosols [20]. 

 Our estimated history of CO2 through the Cenozoic Era 

provides a sobering perspective for assessing an appropriate 

target for future CO2 levels. A CO2 amount of order 450 ppm 

or larger, if long maintained, would push Earth toward the 

ice-free state. Although ocean and ice sheet inertia limit the 

rate of climate change, such a CO2 level likely would cause 
the passing of climate tipping points and initiate dynamic 

responses that could be out of humanity’s control. 

 The climate system, because of its inertia, has not yet 

fully responded to the recent increase of human-made cli-

mate forcings [5]. Yet climate impacts are already occurring 

that allow us to make an initial estimate for a target atmos-

pheric CO2 level. No doubt the target will need to be ad-

justed as climate data and knowledge improve, but the ur-

gency and difficulty of reducing the human-made forcing 

will be less, and more likely manageable, if excess forcing is 
limited soon. 

 Civilization is adapted to climate zones of the Holocene. 

Theory and models indicate that subtropical regions expand 

poleward with global warming [2, 67]. Data reveal a 4-

degree latitudinal shift already [68], larger than model pre-

dictions, yielding increased aridity in southern United States 

[70, 71], the Mediterranean region, Australia and parts of 

Africa. Impacts of this climate shift [72] support the conclu-

sion that 385 ppm CO2 is already deleterious. 

 Alpine glaciers are in near-global retreat [72, 73]. After a 

one-time added flush of fresh water, glacier demise will 

yield summers and autumns of frequently dry rivers, includ-

ing rivers originating in the Himalayas, Andes and Rocky 

Mountains that now supply water to hundreds of millions of 

people. Present glacier retreat, and warming in the pipeline, 

indicate that 385 ppm CO2 is already a threat. 

 Equilibrium sea level rise for today’s 385 ppm CO2 is at 
least several meters, judging from paleoclimate history [19, 

32-34]. Accelerating mass losses from Greenland [74] and 

West Antarctica [75] heighten concerns about ice sheet sta-

bility. An initial CO2 target of 350 ppm, to be reassessed as 

effects on ice sheet mass balance are observed, is suggested. 

 Stabilization of Arctic sea ice cover requires, to first ap-

proximation, restoration of planetary energy balance. Cli-

mate models driven by known forcings yield a present plane-

tary energy imbalance of +0.5-1 W/m2 [5]. Observed heat 
increase in the upper 700 m of the ocean [76] confirms the 

planetary energy imbalance, but observations of the entire 

ocean are needed for quantification. CO2 amount must be 

reduced to 325-355 ppm to increase outgoing flux 0.5-1 

W/m2, if other forcings are unchanged. A further imbalance 

reduction, and thus CO2 ~300-325 ppm, may be needed to 

restore sea ice to its area of 25 years ago. 

 Coral reefs are suffering from multiple stresses, with 

ocean acidification and ocean warming principal among 

them [77]. Given additional warming ‘in-the-pipeline’, 385 
ppm CO2 is already deleterious. A 300-350 ppm CO2 target 

would significantly relieve both of these stresses. 

4.3. CO2 Scenarios 

 A large fraction of fossil fuel CO2 emissions stays in the 

air a long time, one-quarter remaining airborne for several 

centuries [11, 78, 79]. Thus moderate delay of fossil fuel use 

will not appreciably reduce long-term human-made climate 

change. Preservation of a climate resembling that to which 

humanity is accustomed, the climate of the Holocene, re-

quires that most remaining fossil fuel carbon is never emitted 
to the atmosphere. 

 Coal is the largest reservoir of conventional fossil fuels 

(Fig. S12), exceeding combined reserves of oil and gas [2, 

79]. The only realistic way to sharply curtail CO2 emissions 

is to phase out coal use except where CO2 is captured and 

sequestered. 

 Phase-out of coal emissions by 2030 (Fig. 6) keeps 

maximum CO2 close to 400 ppm, depending on oil and gas 
reserves and reserve growth. IPCC reserves assume that half 

of readily extractable oil has already been used (Figs. 6, 

S12). EIA [80] estimates (Fig. S12) have larger reserves and 

reserve growth. Even if EIA estimates are accurate, the IPCC 

case remains valid if the most difficult to extract oil and gas 

is left in the ground, via a rising price on carbon emissions 

that discourages remote exploration and environmental regu-

lations that place some areas off-limit. If IPCC gas reserves 

(Fig. S12) are underestimated, the IPCC case in Fig. (6) re-

mains valid if the additional gas reserves are used at facilities 

where CO2 is captured. 

 However, even with phase-out of coal emissions and as-

suming IPCC oil and gas reserves, CO2 would remain above 

350 ppm for more than two centuries. Ongoing Arctic and 

ice sheet changes, examples of rapid paleoclimate change, 

and other criteria cited above all drive us to consider scenar-

ios that bring CO2 more rapidly back to 350 ppm or less. 

4.4. Policy Relevance 

 Desire to reduce airborne CO2 raises the question of 

whether CO2 could be drawn from the air artificially. There 
are no large-scale technologies for CO2 air capture now, but 

ksiegel
Highlight

ksiegel
Highlight

ksiegel
Highlight

ksiegel
Highlight

ksiegel
Highlight



Target Atmospheric CO2: Where Should Humanity Aim? The Open Atmospheric Science Journal, 2008, Volume 2    227 

with strong research and development support and industrial-

scale pilot projects sustained over decades it may be possible 

to achieve costs ~$200/tC [81] or perhaps less [82]. At 

$200/tC, the cost of removing 50 ppm of CO2 is ~$20 tril-

lion. 

 Improved agricultural and forestry practices offer a more 

natural way to draw down CO2. Deforestation contributed a 

net emission of 60±30 ppm over the past few hundred years, 

of which ~20 ppm CO2 remains in the air today [2, 83] (Figs. 
(S12, S14). Reforestation could absorb a substantial fraction 

of the 60±30 ppm net deforestation emission. 

 Carbon sequestration in soil also has significant potential. 

Biochar, produced in pyrolysis of residues from crops, for-

estry, and animal wastes, can be used to restore soil fertility 

while storing carbon for centuries to millennia [84]. Biochar 

helps soil retain nutrients and fertilizers, reducing emissions 

of GHGs such as N2O [85]. Replacing slash-and-burn agri-

culture with slash-and-char and use of agricultural and for-
estry wastes for biochar production could provide a CO2 

drawdown of ~8 ppm or more in half a century [85]. 

 In the Supplementary Material Section we define a for-

est/soil drawdown scenario that reaches 50 ppm by 2150 

(Fig. 6b). This scenario returns CO2 below 350 ppm late this 

century, after about 100 years above that level. 

 More rapid drawdown could be provided by CO2 capture 

at power plants fueled by gas and biofuels [86]. Low-input 
high-diversity biofuels grown on degraded or marginal lands, 

with associated biochar production, could accelerate CO2 

drawdown, but the nature of a biofuel approach must be 

carefully designed [85, 87-89]. 

 A rising price on carbon emissions and payment for car-

bon sequestration is surely needed to make drawdown of 

airborne CO2 a reality. A 50 ppm drawdown via agricultural 

and forestry practices seems plausible. But if most of the 

CO2 in coal is put into the air, no such “natural” drawdown 
of CO2 to 350 ppm is feasible. Indeed, if the world continues 

on a business-as-usual path for even another decade without 

initiating phase-out of unconstrained coal use, prospects for 

avoiding a dangerously large, extended overshoot of the 350 

ppm level will be dim. 

4.5. Caveats: Climate Variability, Climate Models, and 
Uncertainties 

 Climate has great variability, much of which is unforced 

and unpredictable [2, 90]. This fact raises a practical issue: 

what is the chance that climate variations, e.g., a temporary 

cooling trend, will affect public recognition of climate 

change, making it difficult to implement mitigation policies? 
Also what are the greatest uncertainties in the expectation of 

a continued global warming trend? And what are the impacts 

of climate model limitations, given the inability of models to 

realistically simulate many aspects of climate change and 

climate processes? 

 The atmosphere and ocean exhibit coupled nonlinear 

chaotic variability that cascades to all time scales [91]. Vari-

ability is so large that the significance of recent decadal 

global temperature change (Fig. 7a) would be very limited, if 
the data were considered simply as a time series, without 

further information. However, other knowledge includes 

information on the causes of some of the temperature vari-

ability, the planet’s energy imbalance, and global climate 

forcings. 

 The El Nino Southern Oscillation (ENSO) [94] accounts 

for most low latitude temperature variability and much of the 

global variability. The global impact of ENSO is coherent 

from month to month, as shown by the global-ocean-mean 

SST (Fig. 7b), for which the ocean’s thermal inertia mini-
mizes the effect of weather noise. The cool anomaly of 2008 

coincides with an ENSO minimum and does not imply a 

change of decadal temperature trend. 

 Decadal time scale variability, such as predicted weaken-

ing of the Atlantic overturning circulation [95], could inter-

rupt global warming, as discussed in section 18 of the Sup-

plementary Material. But the impact of regional dynamical 

effects on global temperature is opposed by the planet’s en-

ergy imbalance [96], a product of the climate system’s ther-
mal inertia, which is confirmed by increasing ocean heat 

 

Fig. (6). (a) Fossil fuel CO2 emissions with coal phase-out by 2030 based on IPCC [2] and EIA [80] estimated fossil fuel reserves. (b) Re-
sulting atmospheric CO2 based on use of a dynamic-sink pulse response function representation of the Bern carbon cycle model [78, 79]. 
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storage [97]. This energy imbalance makes decadal interrup-

tion of global warming, in the absence of a negative climate 

forcing, improbable [96]. 

 Volcanoes and the sun can cause significant negative 

forcings. However, even if the solar irradiance remained at 

its value in the current solar minimum, this reduced forcing 

would be offset by increasing CO2 within seven years (Sup-

plementary Material section 18). Human-made aerosols 

cause a greater negative forcing, both directly and through 

their effects on clouds. The first satellite observations of 

aerosols and clouds with accuracy sufficient to quantify this 

forcing are planned to begin in 2009 [98], but most analysts 

anticipate that human-made aerosols will decrease in the 
future, rather than increase further. 

 Climate models have many deficiencies in their abilities 

to simulate climate change [2]. However, model uncertain-

ties cut both ways: it is at least as likely that models underes-

timate effects of human-made GHGs as overestimate them 

(Supplementary Material section 18). Model deficiencies in 

evaluating tipping points, the possibility that rapid changes 

can occur without additional climate forcing [63, 64], are of 

special concern. Loss of Arctic sea ice, for example, has pro-

ceeded more rapidly than predicted by climate models [99]. 
There are reasons to expect that other nonlinear problems, 

such as ice sheet disintegration and extinction of interde-

pendent species and ecosystems, also have the potential for 

rapid change [39, 63, 64]. 

5. SUMMARY 

 Humanity today, collectively, must face the uncomfort-

able fact that industrial civilization itself has become the 

principal driver of global climate. If we stay our present 

course, using fossil fuels to feed a growing appetite for en-

ergy-intensive life styles, we will soon leave the climate of 

the Holocene, the world of prior human history. The even-
tual response to doubling pre-industrial atmospheric CO2 

likely would be a nearly ice-free planet, preceded by a period 

of chaotic change with continually changing shorelines. 

 Humanity’s task of moderating human-caused global 

climate change is urgent. Ocean and ice sheet inertias pro-

vide a buffer delaying full response by centuries, but there is 

a danger that human-made forcings could drive the climate 

system beyond tipping points such that change proceeds out 

of our control. The time available to reduce the human-made 
forcing is uncertain, because models of the global system 

and critical components such as ice sheets are inadequate. 

However, climate response time is surely less than the at-

mospheric lifetime of the human-caused perturbation of CO2. 

Thus remaining fossil fuel reserves should not be exploited 

without a plan for retrieval and disposal of resulting atmos-

pheric CO2. 

 Paleoclimate evidence and ongoing global changes imply 

that today’s CO2, about 385 ppm, is already too high to 

maintain the climate to which humanity, wildlife, and the 
rest of the biosphere are adapted. Realization that we must 

reduce the current CO2 amount has a bright side: effects that 

had begun to seem inevitable, including impacts of ocean 

acidification, loss of fresh water supplies, and shifting of 

climatic zones, may be averted by the necessity of finding an 

energy course beyond fossil fuels sooner than would other-

wise have occurred. 

 

Fig. (7). (a) Seasonal-mean global and low-latitude surface temperature anomalies relative to 1951-1980, an update of [92], (b) global-
ocean-mean sea surface temperature anomaly at monthly resolution. The Nino 3.4 Index, the temperature anomaly (12-month running mean) 
in a small part of the tropical Pacific Ocean [93], is a measure of ENSO, a basin-wide sloshing of the tropical Pacific Ocean [94]. Green tri-
angles show major volcanic eruptions. 
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 We suggest an initial objective of reducing atmospheric 

CO2 to 350 ppm, with the target to be adjusted as scientific 

understanding and empirical evidence of climate effects ac-

cumulate. Although a case already could be made that the 

eventual target probably needs to be lower, the 350 ppm tar-

get is sufficient to qualitatively change the discussion and 

drive fundamental changes in energy policy. Limited oppor-

tunities for reduction of non-CO2 human-caused forcings are 

important to pursue but do not alter the initial 350 ppm CO2 
target. This target must be pursued on a timescale of dec-

ades, as paleoclimate and ongoing changes, and the ocean 

response time, suggest that it would be foolhardy to allow 

CO2 to stay in the dangerous zone for centuries. 

 A practical global strategy almost surely requires a rising 

global price on CO2 emissions and phase-out of coal use 

except for cases where the CO2 is captured and sequestered. 

The carbon price should eliminate use of unconventional 

fossil fuels, unless, as is unlikely, the CO2 can be captured. A 

reward system for improved agricultural and forestry prac-
tices that sequester carbon could remove the current CO2 

overshoot. With simultaneous policies to reduce non-CO2 

greenhouse gases, it appears still feasible to avert cata-

strophic climate change. 

 Present policies, with continued construction of coal-

fired power plants without CO2 capture, suggest that deci-

sion-makers do not appreciate the gravity of the situation. 

We must begin to move now toward the era beyond fossil 

fuels. Continued growth of greenhouse gas emissions, for 
just another decade, practically eliminates the possibility of 

near-term return of atmospheric composition beneath the 

tipping level for catastrophic effects. 

 The most difficult task, phase-out over the next 20-25 

years of coal use that does not capture CO2, is Herculean, yet 

feasible when compared with the efforts that went into 

World War II. The stakes, for all life on the planet, surpass 

those of any previous crisis. The greatest danger is continued 

ignorance and denial, which could make tragic consequences 

unavoidable. 
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Supplementary Material 

1. ICE AGE CLIMATE FORCINGS 

 Fig. (S1) shows the climate forcings during the depth of the last ice age, 20 ky BP, relative to the Holocene [14]. The largest 

contribution to the uncertainty in the calculated 3.5 W/m2 forcing due to surface changes (ice sheet area, vegetation distribution, 

shoreline movements) is due to uncertainty in the ice sheet sizes [14, S1]. Formulae for the GHG forcings [20] yield 2.25 W/m2 
for CO2 (185 ppm  275 ppm), 0.43 W/m2 for CH4 (350  675 ppb) and 0.32 W/m2 for N2O (200  270 ppb). The CH4 

forcing includes a factor 1.4 to account for indirect effects of CH4 on tropospheric ozone and stratospheric water vapor [12]. 

 The climate sensitivity inferred from the ice age climate change (~ °C per W/m2) includes only fast feedbacks, such as 

water vapor, clouds, aerosols (including dust) and sea ice. Ice sheet size and greenhouse gas amounts are specified boundary 

conditions in this derivation of the fast-feedback climate sensitivity. 

 It is permissible, alternatively, to specify aerosol changes as part of the forcing and thus derive a climate sensitivity that 

excludes the effect of aerosol feedbacks. That approach was used in the initial empirical derivation of climate sensitivity from 

Pleistocene climate change [14]. The difficulty with that approach is that, unlike long-lived GHGs, aerosols are distributed 
heterogeneously, so it is difficult to specify aerosol changes accurately. Also the forcing is a sensitive function of aerosol single 

scatter albedo and the vertical distribution of aerosols in the atmosphere, which are not measured. Furthermore, the aerosol 

indirect effect on clouds also depends upon all of these poorly known aerosol properties. 

 One recent study [S2] specified an arbitrary glacial-interglacial aerosol forcing slightly larger than the GHG glacial-

interglacial forcing. As a result, because temperature, GHGs, and aerosol amount, overall, are positively correlated in glacial-

interglacial changes, this study inferred a climate sensitivity of only ~2°C for doubled CO2. This study used the correlation of 

aerosol and temperature in the Vostok ice core at two specific times to infer an aerosol forcing for a given aerosol amount. The 

conclusions of the study are immediately falsified by considering the full Vostok aerosol record (Fig. 2 of [17]), which reveals 

numerous large aerosol fluctuations without any corresponding temperature change. In contrast, the role of GHGs in climate 
change is confirmed when this same check is made for GHGs (Fig. 2), and the fast-feedback climate sensitivity of 3°C for 

doubled CO2 is confirmed (Fig. 1). 

 

Fig. (S1). Climate forcings during ice age 20 ky BP, relative to the present (pre-industrial) interglacial period. 

 All the problems associated with imprecise knowledge of aerosol properties become moot if, as is appropriate, aerosols are 

included in the fast feedback category. Indeed, soil dust, sea salt, dimethylsulfide, and other aerosols are expected to vary (in 

regional, inhomogeneous ways) as climate changes. Unlike long-lived GHGs, global aerosol amounts cannot be inferred from 

ice cores. But the effect of aerosol changes is fully included in observed global temperature change. The climate sensitivity that 

we derive in Fig. (S1) includes the aerosol effect accurately, because both the climate forcings and the global climate response 

are known. The indirect effect of aerosol change on clouds is, of course, also included precisely. 

2. CLIMATE FORCINGS AND CLIMATE FEEDBACKS 

 The Earth’s temperature at equilibrium is such that the planet radiates to space (as heat, i.e., infrared radiation) the same 

amount of energy that it absorbs from the sun, which is ~240 W/m2. A blackbody temperature of ~255°K yields a heat flux of 

240 W/m2. Indeed, 255°K is the temperature in the mid-troposphere, the mean level of infrared emission to space. 

 A climate forcing is a perturbation to the planet’s energy balance, which causes the Earth’s temperature to change as needed 

to restore energy balance. Doubling atmospheric CO2 causes a planetary energy imbalance of ~4 W/m2, with more energy 
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coming in than going out. Earth’s temperature would need to increase by TO = 1.2-1.3°C to restore planetary energy balance, 

if the temperature change were uniform throughout the atmosphere and if nothing else changed. 

 Actual equilibrium temperature change in response to any forcing is altered by feedbacks that can amplify or diminish the 

response, thus the mean surface temperature change is [14] 

Teq = f TO 

    = TO + Tfeedbacks 

   = TO + T1 + T2 + …, 

where f is the net feedback factor and the Ti are increments due to specific feedbacks. 

 The role of feedback processes is clarified by defining the gain, g, 

 g = Tfeedbacks/ Teq 

    = ( T1 + T2 + …)/ Teq 

    = g1 +g2 + … 

gi is positive for an amplifying feedback and negative for a feedback that diminishes the response. The additive nature of the gi, 
unlike fi, is a useful characteristic of the gain. Evidently 

 f = 1/(1 – g) 

 The value of g (or f) depends upon the climate state, especially the planetary temperature. For example, as the planet 

becomes so warm that land ice disappears, the land ice albedo feedback diminishes, i.e. gland ice albedo  0.  

 

Fig. (S2). Global surface air temperature change [12] after 100 years in simulations with the Goddard Institute for Space Studies modelE [S3, 

5] as a function of climate forcing for changes of solar irradiance and atmospheric CO2. Fa is the standard adjusted climate forcing [12]. 
Results are extracted from Fig. (25a) of [12]. Curves terminate because the climate model ‘bombs’ at the next increment of forcing due to 
failure of one or more of the parameterizations of processes in the model as extreme conditions are approached. 

 ‘Fast feedbacks’, such as water vapor, clouds and sea ice, are the mechanisms usually included in the ‘Charney’ [13] 

climate sensitivity. Climate models yield a Charney (fast feedback) sensitivity of about 3°C for doubled CO2 [2, 12], a 

conclusion that is confirmed and tightened by empirical evidence from the Pleistocene (Section 2.1). This sensitivity implies 

 gfast feedbacks ~ 0.5-0.6. 

This fast feedback gain and climate sensitivity apply to the present climate and climate states with global temperatures that are 

not too different than at present. 

 If g approaches unity, f  , implying a runaway climate instability. The possibility of such instability is anticipated for 

either a very warm climate (runaway greenhouse effect [S4]) or a very cold climate (snowball Earth [S5]). We can investigate 

how large a climate forcing is needed to cause g  1 using a global climate model that includes the fast feedback processes, 
because both of these instabilities are a result of the temperature dependence of ‘fast feedbacks’ (the water vapor and ice/snow 

albedo feedbacks, respectively). 
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 Fig. (S2) suggests that climate forcings ~10-25 W/m2 are needed to approach either runaway snowball-Earth conditions or 

the runaway greenhouse effect. More precise quantification requires longer simulations and improved parameterizations of 

physical processes as extreme climates are approached. The processes should include slow feedbacks that can either amplify or 

diminish the climate change. 

 Earth has experienced snowball conditions [S5], or at least a ‘slushball’ state [S6] with ice reaching sea level in the tropics, 

on at least two occasions, the most recent ~640 My BP, aided by reduced solar irradiance [43] and favorable continental 

locations. The mechanism that allowed Earth to escape the snowball state was probably reduced weathering in a glaciated 
world, which allowed CO2 to accumulate in the atmosphere [S5]. Venus, but not Earth, has experienced the runaway 

greenhouse effect, a state from which there is no escape. 

 

Fig. (S3). Annual-mean global-mean perturbation of the amount of solar radiation absorbed by the Earth, calculated by assuming present-day 
seasonal and geographical distribution of albedo. 

3. PLEISTOCENE FORCINGS AND FEEDBACKS 

 Fig. (S3) shows the perturbation of solar radiation absorbed by the Earth due to changes in Earth orbital elements, i.e., the 

tilt of the Earth’s spin axis relative to the orbital plane, the eccentricity of the Earth’s orbit, and the time of year at which the 

Earth is closest to the sun (precession of equinoxes). This perturbation is calculated using fixed (present day) seasonal and 

geographical distribution of planetary albedo. 

 The global-mean annual-mean orbital (Milankovitch) forcing is very weak, at most a few tenths of 1 W/m2. Our procedure 
in calculating the forcing, keeping ice sheet properties (size and albedo) fixed, is appropriate for ‘instantaneous’ and ‘adjusted’ 

radiative forcings [12]. 

 Further, successive, definitions of the orbital ‘forcing’, e.g., allowing some regional response to the seasonal insolation 

perturbations, may be useful for the purpose of understanding glacial-interglacial climate change. For example, it may be 

informative to calculate the ‘forcing’ due to insolation-induced changes of ice-sheet albedo, because increased insolation can 

‘age’ (increase snow crystal size and thus darken) an ice surface and also spur the date of first snow-melt [7]. However, one 

merit of the standard forcing definition is the insight that glacial-interglacial climate swings are almost entirely due to 

feedbacks. 

 Indeed, the gain during the Pleistocene is close to unity. Climate models and empirical evaluation from the climate change 

between the last ice age (Section 2.1 above) yield gfast feedbacks ~0.5-0.6 (the gain corresponding to fast feedback climate 

sensitivity 3°C for doubled CO2). GHGs and surface albedo contribute about equally to glacial-interglacial ‘forcings’ and 

temperature change, with each having gain ~0.2 [14]. Thus 

 g = gfast feedbacks + gsurface albedo + gGHG  

    = ~0.5-0.6 + ~0.2 + ~0.2. 

 Thus climate gain in the Pleistocene was greater than or of the order of 0.9. It is no wonder that late Cenozoic climate 

fluctuated so greatly (Fig. 3b). When substantial ice is present on the planet, g is close to unity, climate is sensitive, and large 

climate swings occur in response to small orbital forcings. Indeed, with g near unity any forcing or climate noise can cause 

large climate change, consistent with the conclusion that much of climate variability is not due to orbital forcings [S7]. In the 

early Cenozoic there was little ice, gsurface albedo was small, and thus climate oscillations due to insolation perturbations were 

smaller. 

 It may be useful to divide inferences from Pleistocene climate change into two categories: (1) well-defined conclusions 

about the nature of the climate change, (2) less certain suggestions about the nature and causes of the climate change. The merit 

of identifying well-defined conclusions is that they help us predict likely consequences of human-made climate forcings. Less 
certain aspects of Pleistocene climate change mainly concern the small forcings that instigated climate swings. The small 

forcings are of great interest to paleoclimatologists, but they need not prevent extraction of practical implications from 

Pleistocene climate change. 
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 Two fundamental characteristics of Pleistocene climate change are clear. First, there is the high gain, at least of the order of 

0.9, i.e., the high sensitivity to a climate forcing, when the planet is in the range of climates that existed during the Pleistocene. 

Second, we have a good knowledge of the amplifying feedbacks that produce this high gain. Fast feedbacks, including water 

vapor, clouds, aerosols, sea ice and snow, contribute at least half of this gain. The remainder of the amplification is provided 

almost entirely by two factors: surface albedo (mainly ice sheets) and GHGs (mainly CO2). 

 Details beyond these basic conclusions are less certain. The large glacial-interglacial surface albedo and GHG changes 

should lag global temperature, because they are feedbacks on global temperature on the global spatial scale and millennial time 
scale. The lag of GHGs after temperature change is several hundred years (Fig. 6 of [6]), perhaps determined by the ocean 

overturning time. Ice sheet changes may lag temperature by a few millennia [24], but it has been argued that there is no 

discernible lag between insolation forcing and the maximum rate of change of ice sheet volume [7]. 

 A complication arises from the fact that some instigating factors (forcing mechanisms) for Pleistocene climate change also 

involve surface albedo and GHG changes. Regional anomalies of seasonal insolation are as much as many tens of W/m2. The 

global forcing is small (Fig. S3) because the local anomalies are nearly balanced by anomalies of the opposite sign in either the 

opposite hemisphere or the opposite season. However, one can readily imagine climate change mechanisms that operate in such 

a way that cancellation does not occur. 

 For example, it has been argued [7] that a positive insolation anomaly in late spring is most effective for causing ice sheet 

disintegration because early ‘albedo flip’, as the ice becomes wet, yields maximum extension of the melt season. It is unlikely 

that the strong effect of albedo flip on absorbed solar energy could be offset by a negative insolation anomaly at other times of 

year. 

 A second example is non-cancellation of hemispheric insolation anomalies. A hemispheric asymmetry occurs when Earth is 

cold enough that ice sheets extend to Northern Hemisphere middle latitudes, due to absence of similar Southern Hemisphere 

land. It has been argued [7] that this hemispheric asymmetry is the reason that the orbital periodicities associated with 

precession of the equinoxes and orbit eccentricity became substantial about 1 million years ago. 

 Insolation anomalies also may directly affect GHG amounts, as well as surface albedo. One can readily imagine ways in 

which insolation anomalies affect methane release from wetlands or carbon uptake through biological processes. 

 Surface albedo and GHG changes that result immediately from insolation anomalies can be defined as climate forcings, as 

indirect forcings due to insolation anomalies. The question then becomes: what fractions of the known paleo albedo and GHG 

changes are immediate indirect forcings due to insolation anomalies and what fractions are feedbacks due to global temperature 

change? 

 It is our presumption that most of the Pleistocene GHG changes are a slow feedback in response to climate change. This 
interpretation is supported by the lag of several hundred years between temperature change and greenhouse gas amount (Fig. 6 

of [6]). The conclusion that most of the ice area and surface albedo change is also a feedback in response to global temperature 

change is supported by the fact that the large climate swings are global (Section 5 of Appendix). 

 Note that our inferred climate sensitivity is not dependent on detailed workings of Pleistocene climate fluctuations. The fast 

feedback sensitivity of 3°C for doubled CO2, derived by comparing glacial and interglacial states, is independent of the cause 

and dynamics of glacial/interglacial transitions. 

 Climate sensitivity including surface albedo feedback (~6°C for doubled CO2) is the average sensitivity for the climate 

range from 35 My ago to the present and is independent of the glacial-interglacial ‘wiggles’ in Fig. (3). Note that climate and 
albedo changes occurred mainly at points with ‘ready’ [63] feedbacks: at Antarctic glaciation and (in the past three million 

years) with expansion of Northern Hemisphere glaciation, which are thus times of high climate sensitivity. 

 The entire ice albedo feedback from snowball-Earth to ice-free planet (or vice versa) can be viewed as a response to 

changing global temperature, with wiggles introduced by Milankovitch (orbital) forcings. The average gsurface albedo for the range 

from today’s climate through Antarctic deglaciation is close to gsurface albedo ~ 0.2, almost as large as in the Pleistocene. Beyond 

Antarctic deglaciation (i.e., for an ice-free planet) gsurface albedo  0, except for vegetation effects. 

 For the sake of specificity, let us estimate the effect of slow feedbacks on climate sensitivity. If we round TO to 1.2°C for 
doubled CO2 and the fast feedback gain to gfast feedbacks = 0.6, then for fast feedbacks alone f = 2.5 and the equilibrium warming 

is Teq = 3°C. Inclusion of gsurface albedo = 0.2 makes f = 5 and Teq = 6°C, which is the sensitivity if the GHG amount is 

specified from observations or from a carbon cycle model. 

 The feedback factor f can approach infinity, i.e., the climate can become unstable. However, instabilities are limited except 

at the snowball Earth and runaway greenhouse extremes. Some feedbacks have a finite supply, e.g., as when Antarctica 

becomes fully deglaciated. Also climate change can cause positive feedbacks to decrease or negative feedbacks to come into 

play. 

 For example, Fig. (S2) suggests that a cooling climate from the present state first reduces the fast feedback gain. This and 
reduced weathering with glaciation may be reasons that most ice ages did not reach closer to the iceball state. Also there may 
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be limitations on the ranges of GHG (CO2, CH4, N2O) feedbacks. Empirical values gGHG ~ 0.2 and gsurface albedo ~ 0.2 were 

derived as averages relevant to the range of climates that existed in the past several hundred thousand years, and they may not 

be valid outside that range. 

 On the other hand, if the forcing becomes large enough, global instabilities are possible. Earth did become cold enough in 

the past for the snowball-Earth instability. Although the runaway greenhouse effect has not occurred on Earth, solar irradiance 

is now at its highest level so far, and Fig. (S2) suggests that the required forcing for runaway may be only 10-20 W/m2. If all 

conventional and unconventional fossil fuels were burned, with the CO2 emitted to the atmosphere, it is possible that a runaway 
greenhouse effect could occur, with incineration of life and creation of a permanent Venus-like hothouse Earth. It would take 

time for the ice sheets to melt, but the melt rate may accelerate as ice sheet disintegration proceeds. 

 

Fig. (S4). Surface albedo climate forcing as a function of sea level for three approximations of the ice sheet area as a function of sea level 
change, from an ice free planet to the last glacial maximum. For sea level between 0 and 60 m only Antarctica contributes to the albedo 
change. At the last glacial maximum Antarctica contains 75 m of sea level and the Northern Hemisphere contains 105 m. 

4. ICE SHEET ALBEDO 

 In the present paper we take the surface area covered by an ice sheet to be proportional to the 4/5 power of the volume of 

the ice sheet, based on ice sheet modeling of one of us (VM-D). We extend the formulation all the way to zero ice on the planet, 

with separate terms for each hemisphere. At 20 ky ago, when the ice sheets were at or near their maximum size in the Cenozoic 

era, the forcing by the Northern Hemisphere ice sheet was -3.5 W/m2 and the forcing by the Southern Hemisphere ice sheet was 

-2 W/m2, relative to the ice-free planet [14]. It is assumed that the first 60 m of sea level fall went entirely into growth of the 

Southern Hemisphere ice sheet. The water from further sea level fall is divided proportionately between hemispheres such that 

when sea level fall reaches -180 m there is 75 m in the ice sheet of the Southern Hemisphere and 105 m in the Northern 

Hemisphere. 

 The climate forcing due to sea level changes in the two hemispheres, SLS and SLN, is 

FAlbedo (W/m2) = - 2 (SLS/75 m)4/5 - 3.5 (SLN/105 m)4/5,  (S1) 

where the climate forcings due to fully glaciated Antarctica (-2 W/m2) and Northern Hemisphere glaciation during the last 

glacial maximum (-3.5 W/m2) were derived from global climate model simulations [14]. 

 Fig. (S4) compares results from the present approach with results from the same approach using exponent 2/3 rather than 

4/5, and with a simple linear relationship between the total forcing and sea level change. Use of exponent 4/5 brings the results 

close to the linear case, suggesting that the simple linear relationship is a reasonably good approximation. The similarity of Fig. 

(1c) in our present paper and Fig. (2c) in [7] indicates that change of exponent from 2/3 to 4/5 did not have a large effect. 

5. GLOBAL NATURE OF MAJOR CLIMATE CHANGES 

 Climate changes often begin in a specific hemisphere, but the large climate changes are invariably global, in part because of 

the global GHG feedback. Even without the GHG feedback, forcings that are located predominately in one hemisphere, such as 

ice sheet changes or human-made aerosols, still evoke a global response [12], albeit with the response being larger in the 

hemisphere of the forcing. Both the atmosphere and ocean transmit climate response between hemispheres. The deep ocean can 
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carry a temperature change between hemispheres with little loss, but because of the ocean’s thermal inertia there can be a 

hemispheric lag of up to a millennium (see Ocean Response Time, below). 
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Fig. (S5). Estimated global temperature change based on measurements at a single point or, in the case of the deep ocean, a near-global stack 
of ocean drilling sites: Antarctica Dome C [S8], Warm Pool [S9], deep ocean [26]. 

 Fig. (S5) compares temperature change in Antarctica [S8], the tropical sea surface [S9], and the global deep ocean [26]. 

Temperature records are multiplied by factors that convert the temperature record to an estimate of global temperature change. 

Based on paleoclimate records, polar temperature change is typically twice the global average temperature change, and tropical 

temperature change is about two-thirds of the global mean change. This polar amplification of the temperature change is an 

expected consequence of feedbacks [14], especially the snow-ice albedo feedback. The empirical result that deep ocean 

temperature changes are only about two-thirds as large as global temperature change is obtained from data for the Pleistocene 

epoch, when deep ocean temperature change is limited by its approach to the freezing point. 

6. HOLOCENE CLIMATE FORCINGS 

 The GHG zero-point for the paleo portion of Fig. (2) is the mean for 10-8 ky BP, a time that should precede any significant 

anthropogenic effect on GHG amount. It has been suggested that the increase of CO2 that began 8000 years ago is due to 

deforestation and the increase of CH4 that began 6000 years ago is caused by rice agriculture [62]. This suggestion has proven 

to be controversial, but regardless of whether late Holocene CO2 and CH4 changes are human-made, the GHG forcing is 

anomalous in that period relative to global temperature change estimated from ocean and ice cores. As discussed elsewhere [7], 

the late Holocene is the only time in the ice core record in which there is a clear deviation of temperature from that expected 

due to GHG and surface albedo forcings. 

 The GHG forcing increase in the second half of the Holocene is ~3/4 W/m2. Such a large forcing, by itself, would create a 
planetary energy imbalance that could not be sustained for millennia without causing a large global temperature increase, the 

expected global warming being about 1°C. Actual global temperature change in this period was small, perhaps a slight cooling. 

Fig. (S6) shows estimates of global temperature change obtained by dividing polar temperature change by two or multiplying 

tropical and deep ocean temperatures by 1.5. Clearly the Earth has not been warming rapidly in the latter half of the Holocene. 

Thus a substantial (negative) forcing must have been operating along with the positive GHG forcing. 
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Fig. (S6). Estimates of global temperature change inferred from Antarctic ice cores [18, S8] and ocean sediment cores [S9-S13], as in Fig. 
(S5) but for a period allowing Holocene temperature to be apparent. 
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 Deforestation causes a negative climate forcing [12], but an order of magnitude too small to balance GHG positive forcing. 

A much larger negative forcing is expected from human-made aerosols. Aerosol forcing is non-linear, especially the indirect 

effect on clouds, with aerosols added to a pristine atmosphere being more effective than those added to the current highly 

polluted atmosphere. Given estimates of a negative forcing of 1-2 W/m2 for today’s anthropogenic aerosols [2, 5, 12], a 

negative aerosol forcing at least of the order of 0.5 W/m2 in 1850 is expected. We conclude that aerosols probably were the 

predominant negative forcing that opposed the rapid increase of positive GHG forcing in the late Holocene. 

7. OCEAN RESPONSE TIME 

 Fig. (S7) shows the climate response function, defined as the fraction of equilibrium global warming that is obtained as a 

function of time. This response function was obtained [7] from a 3000-year simulation after instant doubling of atmospheric 
CO2, using GISS modelE [S3, 12] coupled to the Russell ocean model [S14]. Note that although 40% of the equilibrium 

solution is obtained within several years, only 60% is achieved after a century, and nearly full response requires a millennium. 

The long response time is caused by slow uptake of heat by the deep ocean, which occurs primarily in the Southern Ocean. 

 This delay of the surface temperature response to a forcing, caused by ocean thermal inertia, is a strong (quadratic) function 

of climate sensitivity and it depends on the rate of mixing of water into the deep ocean [31]. The ocean model used for Fig. (S7) 

may mix somewhat too rapidly in the waters around Antarctica, as judged by transient tracers [S14], reducing the simulated 

surface response on the century time scale. However, this uncertainty does not qualitatively alter the shape of the response 

function (Fig. S7). 

 When the climate model used to produce Fig. (S7) is driven by observed changes of GHGs and other forcings it yields good 

agreement with observed global temperature and ocean heat storage [5]. The model has climate sensitivity ~3°C for doubled 

CO2, in good agreement with the fast-feedback sensitivity inferred from paleoclimate data. 

 

Fig. (S7). Fraction of equilibrium surface temperature response versus time in the GISS climate model [7, 12, S3] with the Russell [S14] 
ocean. The forcing was doubled atmospheric CO2. The ice sheets, vegetation distribution and other long-lived GHGs were fixed. 

8. SEPARATION OF 
18

O INTO ICE VOLUME AND TEMPERATURE 

 18O of benthic (deep ocean dwelling) foraminifera is affected by both deep ocean temperature and continental ice volume. 
Between 34 My and the last ice age (20 ky) the change of 18O was ~ 3, with Tdo change ~ 6°C (from +5 to -1°C) and ice 

volume change ~ 180 msl (meters of sea level). Based on the rate of change of 18O with deep ocean temperature in the prior 

period without land ice, ~ 1.5 of 18O is associated with the Tdo change of ~ 6°C, and we assign the remaining 18O change to 

ice volume linearly at the rate 60 msl per mil 18O change (thus 180 msl for 18O between 1.75 and 4.75). 

 Thus we assume that ice sheets were absent when 18O < 1.75 with sea level 75 msl higher than today. Sea level at smaller 

values of 18O is given by 

SL (m) = 75 – 60 x ( 18O – 1.75).   (S2)  

 Fig. (S8) shows that the division of 18O equally into sea level change and deep ocean temperature captures well the 

magnitude of the major glacial to interglacial changes. 

9. CONTINENTAL DRIFT AND ATMOSPHERIC CO2 
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 At the beginning of the Cenozoic era 65 My ago the continents were already close to their present latitudes, so the effect of 

continental location on surface albedo had little direct effect on the planet’s energy balance (Fig. S9). However, continental 

drift has a major effect on the balance, or imbalance, of outgassing and uptake of CO2 by the solid Earth and thus a major effect 

on atmospheric composition and climate. We refer to the carbon in the air, ocean, soil and biosphere as the combined surface 

reservoir of carbon, and carbon in ocean sediments and the rest of the crust as the carbon in the ‘solid’ Earth. Sloshing of CO2 

among the surface reservoirs, as we have shown, is a primary mechanism for glacial-interglacial climate fluctuations. On longer 

time scales the total amount of carbon in the surface reservoirs can change as a result of any imbalance between outgassing and 

uptake by the solid Earth. 

 

Fig. (S8). (a) Comparison of Siddall et al. [19] sea level record with sea level computed from 18O via Eq. S2 using two alternative global 
benthic stacks [26, S15]. (b) Comparison of Bintanja et al. [S16] sea level reconstruction with the same global benthic stacks as in (a). 

 

Fig. (S9). Continental locations at the beginning and end of the Cenozoic era [S17]. 

 Outgassing, which occurs mainly in regions of volcanic activity, depends upon the rate at which carbon-rich oceanic crust is 

subducted beneath moving continental plates [30, 47]. Drawdown of CO2 from the surface reservoir occurs with weathering of 

rocks exposed by uplift, with the weathering products carried by rivers to the ocean and eventually deposited as carbonates on 

the ocean floor [30] and by burial of organic matter. Both outgassing and drawdown of CO2 are affected by changes in plate 

tectonics, which thus can alter the amount of carbon in the surface reservoir. The magnitude of the changes of carbon in the 

surface reservoir, and thus in the atmosphere, is constrained by a negative weathering feedback on the time scale of hundreds of 

thousands of years [30, 52], but plate tectonics can evoke changes of the surface carbon reservoir by altering the rates of 

outgassing and weathering. 
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 At the beginning of the Cenozoic the African plate was already in collision with Eurasia, pushing up the Alps. India was 

still south of the equator, but moving north rapidly through a region with fresh carbonate deposits. It is likely that subduction of 

carbon rich crust of the Tethys Ocean, long a depocenter for sediments, caused an increase of atmospheric CO2 and the early 

Cenozoic warming that peaked ~50 My ago. The period of rapid subduction terminated with the collision of India with Eurasia, 

whereupon uplift of the Himalayas and the Tibetan Plateau increased weathering rates and drawdown of atmospheric CO2 [51]. 

 Since 50 My ago the world’s major rivers have emptied into the Indian and Atlantic Oceans, but there is little subduction of 

oceanic crust of these regions that are accumulating sediments [47]. Thus the collision of India with Asia was effective in both 
reducing a large source of outgassing of CO2 as well as exposing rock for weathering and drawdown of atmospheric CO2. The 

rate of CO2 drawdown decreases as the CO2 amount declines because of negative feedbacks, including the effects of 

temperature and plant growth rate on weathering [30]. 

10. PROXY CO2 DATA 

 There are inconsistencies among the several proxy measures of atmospheric CO2, including differences between results of 

investigators using nominally the same reconstruction method. We briefly describe strengths and weaknesses of the four paleo-

CO2 reconstruction methods included in the IPCC report [2], which are shown in Fig. (S10) and discussed in detail elsewhere 

[S18]. The inconsistencies among the different proxies constrain their utility for rigorously evaluating our CO2 predictions. We 

also include a comparison of our calculated CO2 history with results from a version of the Berner [30] geochemical carbon 

cycle model, as well as a comparison with an emerging CO2 proxy based on carbon-isotope analyses of nonvascular plant 

(bryophyte) fossils [S19]. 

 

Fig. (S10). Comparison of proxy CO2 measurements with CO2 predictions based on deep-ocean temperature, the latter inferred from benthic 
18O. The shaded range of model results is intended mainly to guide the eye in comparing different proxies. The dark central line is for the 

standard case with CO2 = 450 ppm at 35 My ago, and the dashed lines are the standard cases for CO2 = 325 and 600 ppm at 35 My ago. The 
extremes of the shaded area correspond to the maximum range including a 50% uncertainty in the relation of Ts and Tdo. Our assumption 
that CO2 provides 75% of the GHG throughout the Cenozoic adds additional uncertainty to the predicted CO2 amount. References for data 
sources in the legends are provided by Royer [55], except Kurshner et al. [S20]. 

 The paleosol method is based on the 13C of pedogenic carbonate nodules, whose formation can be represented by a two 

end-member mixing model between atmospheric CO2 and soil-derived carbon [S21]. Variables that need to be constrained or 

assumed include an estimation of nodule depth from the surface of the original soil, the respiration rate of the ecosystem that 

inhabits the soil, the porosity/diffusivity of the original soil, and the isotopic composition of the vegetation contribution of 

respired CO2. The uncertainties in CO2 estimates with this proxy are substantial at high CO2 (±500-1000 ppm when CO2 > 1000 

ppm) and somewhat less in the lower CO2 range (±400-500 ppm when CO2 < 1000 ppm). 
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 The stomatal method is based on the genetically-controlled relationship [S22] between the proportion of leaf surface cells 

that are stomata and atmospheric CO2 concentrations [S23]. The error terms with this method are comparatively small at low 

CO2 (< ±50 ppm), but the method rapidly loses sensitivity at high CO2 (> 500-1000 ppm). Because stomatal-CO2 relationships 

are often species-specific, only extant taxa with long fossil records can be used [S24]. Also, because the fundamental response 

of stomata is to the partial pressure of CO2 [S25], constraints on paleoelevation are required. 

 

Fig. (S11). Simulated CO2 in the Cenozoic for three choices of CO2 amount at 35 My, as in Fig. (5), compared with the CO2 history in a 
geochemical model [30], specifically the model version described by Fletcher et al. [S19]. The green vertical bars are a proxy CO2 measure 
[S19] obtained from fossils of non-vascular plants (bryophytes) that is not included among the proxies shown in Fig. (S10). 

 The phytoplankton method is based on the Rayleigh distillation process of fractionating stable carbon isotopes during 

photosynthesis [S26]. In a high CO2 environment, for example, there is a higher diffusion rate of CO2 through phytoplankton 

cell membranes, leading to a larger available intercellular pool of CO2[aq] and more depleted 13C values in photosynthate. 

Cellular growth rate and cell size also impact the fractionation of carbon isotopes in phytoplankton and thus fossil studies must 

take these factors into account [S27]. This approach to reconstructing CO2 assumes that the diffusional transport of CO2 into the 

cell dominates, and that any portion of carbon actively transported into the cell remains constant with time. Error terms are 

typically small at low CO2 (< ±50 ppm) and increase substantially under higher CO2 concentrations [S27]. 

 The boron-isotope approach is based on the pH-dependency of the 11B of marine carbonate [S28]. This current method 

assumes that only borate is incorporated in the carbonate lattice and that the fractionation factor for isotope exchange between 

boric acid and borate in solution is well-constrained. Additional factors that must be taken into account include test dissolution 

and size, species-specific physiological effects on carbonate 11B, and ocean alkalinity [S29-S31]. As with the stomatal and 

phytoplankton methods, error terms are comparatively small at low CO2 (< ±50 ppm) and the method loses sensitivity at higher 

CO2 (> 1000 ppm). Uncertainty is unconstrained for extinct foraminiferal species. 
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 Fig. (S10) illustrates the scatter among proxy data sources, which limits inferences about atmospheric CO2 history. Given 

the large inconsistency among different data sets in the early Cenozoic, at least some of the data or their interpretations must be 

flawed. In the range of proxy data shown in Fig. (5) we took all data sources as being of equal significance. It seems likely that 

the low CO2 values in the early Cenozoic are faulty, but we avoid omission of any data until the matter is clarified, and thus the 

range of proxy data shown in Fig. (5) is based on all data. Reviews of the proxy data [S19, 55] conclude that atmospheric CO2 

amount in the early Cenozoic reached values of at least 500-1000 ppm. 

 Fig. (S11) shows that geochemical carbon cycle modeling [30, S19] is reasonably consistent with our calculated long-term 
trend of atmospheric CO2 for the cases with CO2 at 34 My ago being in the range from about 325 to 450 ppm. The geochemical 

modeling does not yield a strong maximum of CO2 at 50 My ago, but the temporal resolution of the modeling (10 My) and the 

absence of high resolution input data for outgassing due to variations in plate motions tends to mitigate against sharp features in 

the simulated CO2. 

 Fig. (S11) also shows (vertical green bars) an emerging CO2 proxy based on the isotopic composition of fossil liverworts. 

These non-vascular plants, lacking stomatal pores, have a carbon isotopic fractionation that is strongly CO2 dependent, 

reflecting the balance between CO2 uptake by photosynthesis and inward CO2 diffusion [S19]. 

11. CLIMATE SENSITIVITY COMPARISONS 

 Other empirical or semi-empirical derivations of climate sensitivity from paleoclimate data (Table S1) are in reasonable 
accord with our results, when account is taken of differences in definitions of sensitivity and the periods considered. 

 Royer et al. [56] use a carbon cycle model, including temperature dependence of weathering rates, to find a best-fit doubled 

CO2 sensitivity of 2.8°C based on comparison with Phanerozoic CO2 proxy amounts. Best-fit in their comparison of model and 

proxy CO2 data is dominated by the times of large CO2 in the Phanerozoic, when ice sheets would be absent, not by the times of 

small CO2 in the late Cenozoic. Their inferred sensitivity is consistent with our inference of ~3°C for doubled CO2 at times of 

little or no ice on the planet. 

 Higgins and Schrag [57] infer climate sensitivity of ~4°C for doubled CO2 from the temperature change during the 
Paleocene-Eocene Thermal Maximum (PETM) ~55 My ago (Fig. 3), based on the magnitude of the carbon isotope excursion at 

that time. Their climate sensitivity for an ice-free planet is consistent with ours within uncertainty ranges. Furthermore, 

recalling that we assume non-CO2 to provide 25% of the GHG forcing, if one assumes that part of the PETM warming was a 

direct of effect of methane, then their inferred climate sensitivity is in even closer agreement with ours. 

 Pagani et al. [58] also use the magnitude of the PETM warming and the associated carbon isotopic excursion to discuss 

implications for climate sensitivity, providing a graphical relationship to help assess alternative assumptions about the origin 

and magnitude of carbon release. They conclude that the observed PETM warming of about 5°C implies a high climate 

sensitivity, but with large uncertainty due to imprecise knowledge of the carbon release. 

Table S1. Climate Sensitivity Inferred Semi-Empirically from Cenozoic or Phanerozoic Climate Change 

 

Reference Period Doubled CO2 Sensitivity 

Royer et al. [56] 0-420 My ~ 2.8°C  

Higgins and Schrag [57] PETM ~4°C  

Pagani et al. [58] PETM High 

 

12. GREENHOUSE GAS GROWTH RATES 

 Fossil fuel CO2 emissions have been increasing at a rate close to the highest IPCC [S34] scenario (Fig. S12b). Increase of 

CO2 in the air, however, appears to be in the middle of the IPCC scenarios (Fig. S12c, d), but as yet the scenarios are too close 
and interannual variability too large, for assessment. CO2 growth is well above the “alternative scenario”, which was defined 

with the objective of keeping added GHG forcing in the 21st century at about 1.5 W/m2 and 21st century global warming less 

than 1°C [20]. 

 Non-CO2 greenhouse gases are increasing more slowly than in IPCC scenarios, overall at approximately the rate of the 

“alternative scenario”, based on a review of data through the end of 2007 [69]. There is potential to reduce non-CO2 forcings 

below the alternative scenario [69]. 
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Fig. (S12). (a) Fossil fuel CO2 emissions by fuel type [S32, S33], the thin green sliver being gas flaring plus cement production, and IPCC 
fossil fuel emissions scenarios, (b) expansion global emissions to show recent changes more precisely, the EIA values excluding CO2 
emissions from cement manufacture, (c) observed atmospheric CO2 amount and IPCC and “alternative” scenarios for the future, (d) annual 

atmospheric CO2 growth rates. Data here is an update of data sources defined in [6]. The yellow area is bounded by scenarios that are most 
extreme in the second half of the 21st century; other scenarios fall outside this range in the early part of the century. 

13. FOSSIL FUEL AND LAND-USE CO2 EMISSIONS 

 Fig. (S13) shows estimates of anthropogenic CO2 emissions to the atmosphere. Although fossil emissions through 2006 are 

known with good accuracy, probably better than 10%, reserves and potential reserve growth are highly uncertain. IPCC [S34] 
estimates for oil and gas proven reserves are probably a lower limit for future oil and gas emissions, but they are perhaps a 

feasible goal that could be achieved via a substantial growing carbon price that discourages fossil fuel exploration in extreme 

environments together with national and international policies that accelerate transition to carbon-free energy sources and limit 

fossil fuel extraction in extreme environments and on government controlled property. 

 Coal reserves are highly uncertain, but the reserves are surely enough to take atmospheric CO2 amount far into the region 

that we assess as being “dangerous”. Thus we only consider scenarios in which coal use is phased out as rapidly as possible, 

except for uses in which the CO2 is captured and stored so that it cannot escape to the atmosphere. Thus the magnitude of coal 

reserves does not appreciably affect our simulations of future atmospheric CO2 amount. 

 Integrated 1850-2008 net land-use emissions based on the full Houghton [83] historical emissions (Fig. S14), extended with 

constant emissions for the past several years, are 79 ppm CO2. Although this could be an overestimate by up to a factor of two 

(see below), substantial pre-1850 deforestation must be added in. Our subjective estimate of uncertainty in the total land-use 

CO2 emission is a factor of two. 

14. THE MODERN CARBON CYCLE 

 Atmospheric CO2 amount is affected significantly not only by fossil fuel emissions, but also by agricultural and forestry 

practices. Quantification of the role of land-use in the uptake and release of CO2 is needed to assess strategies to minimize 

human-made climate effects. 

 Fig. (S15) shows the CO2 airborne fraction, AF, the annual increase of atmospheric CO2 divided by annual fossil fuel CO2 

emissions. AF is a critical metric of the modern carbon cycle, because it is based on the two numbers characterizing the global 

carbon cycle that are well known. AF averages 56% over the period of accurate data, which began with the CO2 measurements 

of Keeling in 1957, with no discernable trend. The fact that 44% of fossil fuel emissions seemingly “disappears” immediately 

provides a hint of optimism with regard to the possibility of stabilizing, or reducing, atmospheric CO2 amount. 
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Fig. (S13). Fossil fuel and land-use CO2 emissions, and potential fossil fuel emissions. Historical fossil fuel emissions are from the Carbon 
Dioxide Information Analysis Center [CDIAC, S32] and British Petroleum [BP, S33]. Lower limits on oil and gas reserves are from IPCC 
[S34] and higher limits are from the United States Energy Information Administration [EIA, 80]. Lower limit for coal reserves is from the 
World Energy Council [WEC, S35] and upper limit from IPCC [S34]. Land use estimate is from integrated emissions of Houghton/2 (Fig. 
S14) supplemented to include pre-1850 and post-2000 emissions; uncertainty bar is subjective. 

 

Fig. (S14). Left side: estimate by Houghton [83] of historical net land-use CO2 emissions, and a 50 percent reduction of that estimate. Right 
side: IPCC [2] scenarios for land-use CO2 emissions. 

 That optimism needs to be tempered, as we will see, by realization of the magnitude of the actions required to halt and 

reverse CO2 growth. However, it is equally important to realize that assertions that fossil fuel emissions must be reduced close 

to 100% on an implausibly fast schedule are not necessarily valid. 

 A second definition of the airborne fraction, AF2, is also useful. AF2 includes the net anthropogenic land-use emission of 
CO2 in the denominator. This AF2 definition of airborne fraction has become common in recent carbon cycle literature. 

However, AF2 is not an observed or accurately known quantity; it involves estimates of net land-use CO2 emissions, which 

vary among investigators by a factor of two or more [2]. 

 Fig. (S15) shows an estimate of net land-use CO2 emissions commonly used in carbon cycle studies, labeled “Houghton” 

[83], as well as “Houghton/2”, a 50% reduction of these land-use emissions. An over-estimate of land-use emissions is one 

possible solution of the long-standing “missing sink” problem that emerges when the full “Houghton” land-use emissions are 

employed in carbon cycle models [2, S34, 79]. 

 Principal competing solutions of the “missing sink” paradox are (1) land-use CO2 emissions are over-estimated by about a 

factor of two, or (2) the biosphere is being “fertilized” by anthropogenic emissions, via some combination of increasing 

atmospheric CO2, nitrogen deposition, and global warming, to a greater degree than included in typical carbon cycle models. 
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Reality may include contributions from both candidate explanations. There is also a possibility that imprecision in the ocean 

uptake of CO2, or existence of other sinks such as clay formation, could contribute increased CO2 uptake, but these 

uncertainties are believed to be small. 

 

Fig. (S15). CO2 airborne fraction, AF, the ratio of annual observed atmospheric CO2 increase to annual fossil fuel CO2 emissions. 

 

Fig. (S16). Computed and observed time evolution of atmospheric CO2. “Enhanced Fertilization” uses the full “Houghton” land use 

emissions for 1850 2000. “Houghton/2” and “Enhanced Fertilization” simulations are extended to 2100 assuming coal phase-out by 2030 

and the IPCC [2] A1T land-use scenario. Observations are from Law Dome ice core data and flask and in-situ measurements [6, S36, 
http://www.esrl.noaa.gov/gmd/ccgg/trends/]. 

 Fig. (S16) shows resulting atmospheric CO2, and Fig. (S17) shows AF and AF2, for two extreme assumptions: 

“Houghton/2” and “ Enhanced Fertilization”, as computed with a dynamic-sink pulse response function (PRF) representation of 

the Bern carbon cycle model [78, 79]. Fertilization is implemented via a parameterization [78] that can be adjusted to achieve 

an improved match between observed and simulated CO2 amount. In the “Houghton/2” simulation the original value [78] of the 
fertilization parameter is employed while in the “Enhanced Fertilization” simulation the full Houghton emissions are used with 

a larger fertilization parameter. Both “Houghton/2” and “Enhanced Fertilization” yield good agreement with the observed CO2 

history, but Houghton/2 does a better job of matching the time dependence of observed AF. 

 It would be possible to match observed CO2 to an arbitrary precision if we allowed the adjustment to “Houghton” land-use 

to vary with time, but there is little point or need for that. Fig. (S16) shows that projections of future CO2 do not differ much 

even for the extremes of Houghton/2 and Enhanced Fertilization. Thus in Fig. (6) we show results for only the case 

Houghton/2, which is in better agreement with the airborne fraction and also is continuous with IPCC scenarios for land use. 
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Fig. (S17). (a) Observed and simulated airborne fraction (AF), the ratio of annual CO2 increase in the air over annual fossil fuel CO2 
emissions, (b) AF2 includes the sum of land use and fossil fuel emissions in the denominator in defining airborne fraction; thus AF2 is not 
accurately known because of the large uncertainty in land use emissions. 

15. IMPLICATIONS OF FIG. (6): CO2 EMISSIONS AND ATMOSPHERIC CONCENTRATION WITH COAL 
PHASE-OUT BY 2030 

 Fig. (6) provides an indication of the magnitude of actions that are needed to return atmospheric CO2 to a level of 350 ppm 

or lower. Fig. (6) allows for the fact that there is disagreement about the magnitude of fossil fuel reserves, and that the 

magnitude of useable reserves depends upon policies. 

 A basic assumption underlying Fig. (6) is that, within the next several years, there will be a moratorium on construction of 

coal-fired power plants that do not capture and store CO2, and that CO2 emissions from existing power plants will be phased out 

by 2030. This coal emissions phase out is the sine qua non for stabilizing and reducing atmospheric CO2. If the sine qua non of 

coal emissions phase-out is achieved, atmospheric CO2 can be kept to a peak amount ~400-425 ppm, depending upon the 

magnitude of oil and gas reserves. 

 Fig. (6) illustrates two widely different assumptions about the magnitude of oil and gas reserves (illustrated in Fig. S13). 

The smaller oil and gas reserves, those labeled “IPCC”, are realistic if “peak oil” advocates are more-or-less right, i.e., if the 

world has already exploited about half of readily accessible oil and gas deposits, so that production of oil and gas will begin to 

decline within the next several years. 

 There are also “resource optimists” who dispute the “peakists’, arguing that there is much more oil (and gas) to be found. It 

is possible that both the “peakists” and “resource optimists” are right, it being a matter of how hard we work to extract 

maximum fossil fuel resources. From the standpoint of controlling human-made climate change, it does not matter much which 

of these parties is closer to the truth. 

 Fig. (6) shows that, if peak CO2 is to be kept close to 400 ppm, the oil and gas reserves actually exploited need to be close to 

the “IPCC” reserve values. In other words, if we phase out coal emissions we can use remaining oil and gas amounts equal to 

those which have already been used, and still keep peak CO2 at about 400 ppm. Such a limit is probably necessary if we are to 

retain the possibility of a drawdown of CO2 beneath the 350 ppm level by methods that are more-or-less “natural”. If, on the 

other hand, reserve growth of the magnitude that EIA estimates (Figs. 6 and S13) occurs, and if these reserves are burned with 

the CO2 emitted to the atmosphere, then the forest and soil sequestration that we discuss would be inadequate to achieve 

drawdown below the 350 ppm level in less than several centuries. 

 Even if the greater resources estimated by EIA are potentially available, it does not mean that the world necessarily must 
follow the course implied by EIA estimates for reserve growth. If a sufficient price is applied to carbon emissions it will 

discourage extraction of fossil fuels in the most extreme environments. Other actions that would help keep effective reserves 

close to the IPCC estimates would include prohibition of drilling in environmentally sensitive areas, including the Arctic and 

Antarctic. 

 National policies, in most countries, have generally pushed to expand fossil fuel reserves as much as possible. This might 

partially account for the fact that energy information agencies, such as the EIA in the United States, which are government 

agencies, tend to forecast strong growth of fossil fuel reserves. On the other hand, state, local, and citizen organizations can 

influence imposition of limits on fossil fuel extraction, so there is no guarantee that fossil resources will be fully exploited. 

Once the successors to fossil energy begin to take hold, there may be a shifting away from fossil fuels that leaves some of the 
resources in the ground. Thus a scenario with oil and gas emissions similar to that for IPCC reserves may be plausible. 
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 Assumptions yielding the Forestry & Soil wedge in Fig. (6b) are as follows. It is assumed that current net deforestation will 

decline linearly to zero between 2010 and 2015. It is assumed that uptake of carbon via reforestation will increase linearly until 

2030, by which time reforestation will achieve a maximum potential sequestration rate of 1.6 GtC per year [S37]. Waste-

derived biochar application will be phased in linearly over the period 2010-2020, by which time it will reach a maximum 

uptake rate of 0.16 GtC/yr [85]. Thus after 2030 there will be an annual uptake of 1.6 + 0.16 = 1.76 GtC per year, based on the 

two processes described. 

 Thus Fig. (6) shows that the combination of (1) moratorium and phase-out of coal emissions by 2030, (2) policies that 
effectively keep fossil fuel reserves from significantly exceeding the IPCC reserve estimates, and (3) major programs to achieve 

carbon sequestration in forests and soil, can together return atmospheric CO2 below the 350 ppm level before the end of the 

century. 

 The final wedge in Fig. (6) is designed to provide an indication of the degree of actions that would be required to bring 

atmospheric CO2 back to the level of 350 ppm by a time close to the middle of this century, rather than the end of the century. 

This case also provides an indication of how difficult it would be to compensate for excessive coal emissions, if the world 

should fail to achieve a moratorium and phase-out of coal as assumed as our “sine qua non”. 

 Assumptions yielding the Oil-Gas-Biofuels wedge in Fig. (6b) are as follows: energy efficiency, conservation, carbon 
pricing, renewable energies, nuclear power and other carbon-free energy sources, and government standards and regulations 

will lead to decline of oil and gas emissions at 4% per year beginning when 50% of the estimated resource (oil or gas) has been 

exploited, rather than the 2% per year baseline decline rate [79]. Also capture of CO2 at gas- power plants (with CO2 capture) 

will use 50% of remaining gas supplies. Also a linear phase-in of liquid biofuels is assumed between 2015 and 2025 leading to 

a maximum global bioenergy from “low-input/high-diversity” biofuels of ~23 EJ/yr, inferred from Tilman et al. [87], that is 

used as a substitute for oil; this is equivalent to ~0.5 GtC/yr, based on energy conversion of 50 EJ/GtC for oil. Finally, from 

2025 onward, twice this number (i.e., 1 GtC/yr) is subtracted from annual oil emissions, assuming root/soil carbon 

sequestration via this biofuel-for-oil substitution is at least as substantial as in Tilman et al. [87]. An additional option that 

could contribute to this wedge is using biofuels in powerplants with CO2 capture and sequestration [86]. 

 

Fig. (S18). (a) CO2 [S38], CH4 [S39] and sea level [S16] for past 800 ky. (b) Climate forcings due to changes of GHGs and ice sheet area, the 
latter inferred from the sea level history of Bintanja et al. [S16]. (c) Calculated global temperature change based on the above forcings and 
climate sensitivity °C per W/m2. Observations are Antarctic temperature change from the Dome C ice core [S8] divided by two. 
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16. EPICA 800 KY DATA 

 Antarctic Dme C ice core data acquired by EPICA (European Project for Ice Coring in Antarctica) provide a record of 

atmospheric composition and temperature spanning 800 ky [S8], almost double the time covered by the Vostok data [17, 18] of 

Figs. (1) and (2). This extended record allows us to examine the relationship of climate forcing mechanisms and temperature 

change over a period that includes a substantial change in the nature of glacial-interglacial climate swings. During the first half 

of the EPICA record, the period 800-400 ky BP, the climate swings were smaller, sea level did not rise as high as the present 

level, and the GHGs did not increase to amounts as high as those of recent interglacial periods. 

 Fig. (S18) shows that the temperature change calculated exactly as described for the Vostok data of Fig. (1), i.e., 

multiplying the fast-feedback climate sensitivity °C per W/m2 by the sum of the GHG and surface albedo forcings (Fig. 

S18b), yields a remarkably close fit in the first half of the Dome C record to one-half of the temperature inferred from the 

isotopic composition of the ice. In the more recent half of the record slightly larger than °C per W/m2 would yield a 

noticeably better fit to the observed Dome C temperature divided by two (Fig. S19). However, there is no good reason to 

change our approximate estimate of °C per W/m2, because the assumed polar amplification by a factor of two is only 

approximate. 

 The sharper spikes in recent observed interglacial temperature, relative to the calculated temperature, must be in part an 

artifact of differing temporal resolutions. Temperature is inferred from the isotopic composition of the ice, being a function of 
the temperature at which the snowflakes formed, and thus inherently has a very high temporal resolution. GHG amounts, in 

contrast, are smoothed over a few ky by mixing of air in the snow that occurs up until the snow is deep enough for the snow to 

be compressed into ice. In the central Antarctic, where both Vostok and Dome C are located, bubble closure requires a few 

thousand years [17]. 

 

Fig. (S19). Global temperature change (left scale) estimated as half of temperature change from Dome C ice core [S8] and GHG forcing 

(right scale) due to CO2, CH4 and N2O [S38, S39]. Ratio of temperature and forcing scales is 1.5°C per W/m2. Time scale is expanded in the 
extension to recent years. Modern forcings include human-made aerosols, volcanic aerosols and solar irradiance [5]. GHG forcing zero point 
is the mean for 10-8 ky before present. Net climate forcing and modern temperature zero points are at 1850. The implicit presumption that the 
positive GHG forcing at 1850 is largely offset by negative human-made forcings [7] is supported by the lack of rapid global temperature 
change in the Holocene (Fig. S6). 

17. COMPARISON OF ANTARCTIC DATA SETS 

 Fig. (S20) compares Antarctic data sets used in this supplementary section and in our parent paper. This comparison is also 

relevant to interpretations of the ice core data in prior papers using the original Vostok data. 

 The temperature records of Petit et al. [17] and Vimeux et al. [18] are from the same Vostok ice core, but Vimeux et al. [18] 

have adjusted the temperatures with a procedure designed to correct for climate variations in the water vapor source regions. 
The isotopic composition of the ice is affected by the climate conditions in the water vapor source region as well as by the 

temperature in the air above Vostok where the snowflakes formed; thus the adjustment is intended to yield a record that more 

accurately reflects the air temperature at Vostok. The green temperature curve in Fig. (S20c), which includes the adjustment, 

reduces the amplitude of glacial-interglacial temperature swings from those in the original (red curve) Petit et al. [17] data. 

Thus it seems likely that there will be some reduction of the amplitude and spikiness of the Dome C temperature record when a 

similar adjustment is made to the Dome C data set. 

 The temporal shift of the Dome C temperature data [S8], relative to the Vostok records, is a result of the improved EDC3 

[S40, S41] time scale. With this new time scale, which has a 1  uncertainty of ~3 ky for times earlier than ~130 ky BP, the 

rapid temperature increases of Termination IV (~335 ky BP) and Termination III (~245 ky BP) are in close agreement with the 

contention [7] that rapid ice sheet disintegration and global temperature rise should be nearly simultaneous with late spring 

0100200300400500600700800

-3

 0

 3

 6
0.5 × Dome C Temperature
Global Temperature
GHG Forcing
All Forcings

Climate Forcing and Temperature

Time (ky BP)

T
em

pe
ra

tu
re

 A
no

m
al

y 
(°

C
)

Date
1900 2000

Fe (W/m2)

3

2

1

0

-1

-2

-3



xviii    The Open Atmospheric Science Journal, 2008, Volume 2 Supplementary Material 

(April-May-June) insolation maxima at 60N latitude, as was already the case for Terminations II and I, whose timings are not 

significantly affected by the improved time scale. 

 

Fig. (S20). Comparison of Antarctic CO2, CH4, and temperature records in several analyses of Antarctic ice core data. 

 

Fig. (S21). Solar irradiance from composite of several satellite-measured time series based on Frohlich and Lean [S44]. 
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18. CLIMATE VARIABILITY, CLIMATE MODELS, AND UNCERTAINTIES 

 Climate exhibits great variability, forced and unforced, which increases with increasing time scale [2, 90, 91]. Increasing 

abilities to understand the nature of this natural variability and improving modeling abilities [S42] do not diminish the 

complications posed by chaotic variability for interpretation of ongoing global change. 

 Expectation that global temperature will continue to rise on decadal time scales is based on a combination of climate models 

and observations that support the inference that the planet has a positive energy imbalance [5, 8, 96]. If the planet is out of 
energy balance by +0.5-1 W/m2, climate models show that global cooling on decadal time scales is unlikely [96], although one 

model forecast [95] suggests that the Atlantic overturning circulation could weaken in the next decade, causing a regional 

cooling that offsets global warming for about a decade. 

 The critical datum for determining the certainty of continued global warming on decadal time scales is the planet’s energy 

imbalance. Improved evaluations of ocean heat storage in the upper 700 m of the ocean [97] yield ~0.5 x 1022 J/yr averaged 

over the past three decades, which is ~0.3 W/m2 over the full globe. Our model has comparable heat storage in the ocean 

beneath 700 m, but limited observational analyses for the deep ocean [S43] report negligible heat storage. 

  If our modeled current planetary energy imbalance of 0.5-1 W/m2 is larger than actual heat storage, the likely explanations 
are either: (1) the climate model sensitivity of 3°C for doubled CO2 is too high, or (2) the assumed net climate forcing is too 

large. Our paleoclimate analyses strongly support the modeled climate sensitivity, although a sensitivity as small as 2.5 W/m2 

for doubled CO2 could probably be reconciled with the paleoclimate data. The net climate forcing is more uncertain. Our model 

[8] assumes that recent increase of aerosol direct and indirect (cloud) forcings from developing country emissions are offset by 

decreases in developed countries. 

 These uncertainties emphasize the need for more complete and accurate measurements of ocean heat storage, as well as 

precise global observations of aerosols including their effects on clouds. The first satellite observations of aerosols and clouds 

with the needed accuracy are planned to begin in 2009 [98]. Until accurate observations of the planetary energy imbalance and 

global climate forcing are available, and found to be consistent with modeled climate sensitivity, uncertainties in decadal 
climate projections will remain substantial. 

 The sun is another source of uncertainty about climate forcings. At present the sun is inactive, at a minimum of the normal 

~11 year solar cycle, with a measureable effect on the amount of solar energy received by Earth (Fig. S21). The amplitude of 

solar cycle variations is about 1 W/m2 at the Earth’s distance from the sun, a bit less than 0.1% of the ~1365 W/m2 of energy 

passing through an area oriented perpendicular to the Earth-sun direction. 

 Climate forcing due to change from solar minimum to solar maximum is about  W/m2, because the Earth absorbs ~235 

W/m2 of solar energy, averaged over the Earth’s surface. If equilibrium climate sensitivity is 3°C for doubled CO2 ( °C per 

W/m2), the expected equilibrium response to this solar forcing is ~0.2°C. However, because of the ocean’s thermal inertia less 
than half of the equilibrium response would be expected for a cyclic forcing with ~11 year period. Thus the expected global-

mean transient response to the solar cycle is less than or approximately 0.1°C. 

 It is conceivable that the solar variability is somehow amplified, e.g., the large solar variability at ultraviolet wavelengths 

can affect ozone. Indeed, empirical data on ozone change with the solar cycle and climate model studies indicate that induced 

ozone changes amplify the direct solar forcing, but amplification of the solar effect is by one-third or less [S45, S46]. 

 Other mechanisms amplifying the solar forcing have been hypothesized, such as induced changes of atmospheric 

condensation nuclei and thus changes of cloud cover. However, if such mechanisms were effective, then an 11-year signal 

should appear in temperature observations (Fig. 7). In fact a very weak solar signal in global temperature has been found by 
many investigators, but only of the magnitude (~0.1°C or less) expected due to the direct solar forcing. 

 The possibility remains of solar variability on longer time scales. If the sun were to remain ‘stuck’ at the present solar 

minimum (Fig. S21) it would be a decrease from the mean irradiance of recent decades by ~0.1%, thus a climate forcing of 

about -0.2 W/m2. 

 The current rate of atmospheric CO2 increase is ~2 ppm/year, thus an annual increase of climate forcing of about +0.03 

W/m2 per year. Therefore, if solar irradiance stays at its recent minimum value, the climate forcing would be offset by just 

seven years of CO2 increase. Human-made GHG climate forcing is now increasing at a rate that overwhelms variability of 
natural climate forcings. 

 Climate models are another source of uncertainty in climate projections. Our present paper and our estimated target CO2 

level do not rely on climate models, but rather are based on empirical evidence from past and ongoing climate change. 

However, the limited capability of models to simulate climate dynamics and interactions among climate system components 

makes it difficult to estimate the speed at which climate effects will occur and the degree to which human-induced effects will 

be masked by natural climate variability. 
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 The recent rapid decline of Arctic ice [S47-S49] is a case in point, as it has been shown that model improvements of 

multiple physical processes will be needed for reliable simulation. The modeling task is made all the more difficult by likely 

connections of Arctic change with the stratosphere [S50] and with the global atmosphere and ocean [S51]. 
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Global warming should be limited to 1.5C, not 2C, declares

Christiana Figueres

Fiona Harvey in Barcelona
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Christiana Figueres, executive secretary of the UN framework convention on climate change. Photograph: Alex

Cruz/EPA

The world should agree to limit global warming to just 1.5C instead of the current target

of 2C, the United Nations' climate chief has said, in remarks that shocked the

governments of developed nations.

Christiana Figueres, executive secretary of the UN framework convention on climate

change, said: "Two degrees is not enough – we should be thinking of 1.5C. If we are not

headed to 1.5C we are in big, big trouble."

Scientists estimate that 2C of warming is the limit of safety, beyond which climate

change becomes catastrophic and irreversible. Last December at a UN climate

conference in Cancun, Mexico, all countries reached a consensus on a 2C target, the first

time the world's governments had set a target limit on climate change.

But Figueres said reaching 2C of warming would have a devastating impact, such as

sea-level rises that could overwhelm low-lying islands and some coastal nations, and

levels of warming in sub-Saharan Africa that could severely damage agriculture.

Figueres was speaking at Carbon Expo, the annual conference of the International

Emissions Trading Association.

For Figueres to reopen the debate on the proposed target is regarded as dangerous by

some countries, who fear that a push by the UN for a tougher target would derail the

already fragile negotiations that officials have been trying to reconstruct after the 2009

summit in Copenhagen ended in only a partial agreement, amid acrimony and scenes of

chaos.
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Developed nations and some rapidly emerging economies, such as China, want to stick

to the weaker target of 2C, arguing that it would be impossible to opt for the tougher

target at this stage.

One participant in the talks said: "We need to be ambitious but realistic. Although it's

positive to start discussions about more ambitious targets, the UN Environment

Programme concluded a while ago that countries will have to make more ambitious

emission-reduction pledges [than they have done] if global-temperature rise is to be

curbed at 2C."

Another participant said: "This is a big surprise. We had no idea this was on the cards."

A campaign for a 1.5C target by some developing countries was one of the factors that

nearly wrecked the Copenhagen summit. A group of governments insisted they would

halt negotiations until the arguments for a 1.5C target were heard, delaying the talks and

deepening the rift between developing and developed nations' governments.

Figueres said she had the support of the group of about 40 small island states – many of

which are in danger of disappearing as sea levels rise – as well as most African countries

and other, least developed countries. She pointed out that at Cancun, governments had

agreed to review the 2C target in the light of a new scientific study on the effects of

climate change.

"I'm not saying this is going to be easy," she said. "The argument I am making is not

about feasibility but an argument of social justice. We can't have as our goal something

that we already know does not guarantee the survival of low-lying states and

sub-Saharan Africa.

"If we already know that, in my book there is no way we can stick to the goal we know is

completely unacceptable to the most exposed [countries]."

Warming of 2C above pre-industrial levels would cause sea-level rises, storms, floods,

droughts and heatwaves, according to the Intergovernmental Panel on Climate Change,

but the effects would be far less severe than if warming were allowed to reach 3C or 4C.

Estimates from the International Energy Agency (IEA), revealed by the Guardian this

week, showed a record rise in carbon emissions from energy last year. If that pattern

were to continue, the world would be on course for at least 3C to 4C of warming,

according to scientific advice.

Figueres said the IEA estimates strengthened the case for urgent action on greenhouse

gases. Aiming for a more stringent target would require much more effort from all

countries. Current emissions pledges from both developed and developing countries

represent only 60% of what is needed to stay below 2C, according to scientific estimates.

But Jörg Haas, programme director for climate diplomacy at the European Climate

Foundation, said most of the extra effort would need to be made after 2020, making it

easier to push for a tougher target now.
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 Abstract.  We describe scenarios that define how rapidly fossil fuel emissions must be 

phased down to restore Earth's energy balance and stabilize global climate.  A scenario that 

stabilizes climate and preserves nature is technically possible and it is essential for the future of 

humanity.  Despite overwhelming evidence, governments and the fossil fuel industry continue to 

propose that all fossil fuels must be exploited before the world turns predominantly to clean 

energies.  If governments fail to adopt policies that cause rapid phase-down of fossil fuel 

emissions, today's children, future generations, and nature will bear the consequences through no 

fault of their own.  Governments must act immediately to significantly reduce fossil fuel 

emissions to protect our children's future and avoid loss of crucial ecosystem services, or else be 

complicit in this loss and its consequences. 

 

1.  Background 

 Humanity is now the dominant force driving changes of Earth's atmospheric composition 

and thus future climate on the planet.  Carbon dioxide (CO2) emitted in burning of fossil fuels is, 

according to best available science, the main cause of global warming in the past century.  It is 

also well-understood that most of the CO2 produced by burning fossil fuels will remain in the 

climate system for millennia.  The risk of deleterious or even catastrophic effects of climate 

change driven by increasing CO2 is now widely recognized by the relevant scientific community. 

 The climate system has great inertia because it contains a 4-kilometer deep ocean and 2-

kilometer thick ice sheets.  As a result, global climate responds only slowly, at least initially, to 

natural and human-made forcings of the system.  Consequently, today's changes of atmospheric 

composition will be felt most by today's young people and the unborn, in other words, by people 

who have no possibility of protecting their own rights and their future well-being, and who 

currently depend on others who make decisions today that have consequences over future 

decades and centuries. 

 Governments have recognized the need to stabilize atmospheric composition at a level 

that avoids dangerous anthropogenic climate change, as formalized in the Framework 

Convention on Climate Change in 1992.  Yet the resulting 1997 Kyoto Protocol was so 

ineffective that global fossil fuel emissions have since accelerated by 2.5% per year, compared to 

1.5% per year in the preceding two decades. 
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 Governments and businesses have learned to make assurances that they are working on 

clean energies and reduced emissions, but in view of the documented emissions pathway it is not 

inappropriate to describe their rhetoric as being basically 'greenwash'.  The reality is that most 

governments
13

, strongly influenced by the fossil fuel industry, continue to allow and even 

subsidize development of fossil fuel deposits.  This situation was aptly described in a special 

energy supplement in the New York Times entitled 'There Will Be Fuel' (Krauss, 2010), which 

described massive efforts to expand fossil fuel extraction.  These efforts include expansion of oil 

drilling to increasing depths of the global ocean, into the Arctic, and onto environmentally fragile 

public lands; squeezing of oil from tar sands; hydro-fracking to expand extraction of natural gas; 

and increased mining of coal via mechanized longwall mining and mountain-top removal. 

 The true costs of fossil fuels to human well-being and the biosphere is not imbedded in 

their price.  Fossil fuels are the cheapest energy source today only if they are not made to pay for 

their damage to human health, to the environment, and to the future well-being of young people 

who will inherit on-going climate changes that are largely out of their control.  Even a moderate 

but steadily rising price on carbon emissions would be sufficient to move the world toward clean 

energies, but such an approach has been effectively resisted by the fossil fuel industry. 

 The so-called 'north-south' injustice of climate disruption has been emphasized in 

international discussions, and payment of $100B per year to developing countries has been 

proposed.  Focus on this injustice, as developed countries reap the economic benefits of fossil 

fuels while developing countries are among the most vulnerable to the impacts of climate 

change, is appropriate.  Payments, if used as intended, will support adaptation to climate change 

and mitigation of emissions from developing countries.  We must be concerned, however, about 

the degree to which such payment, from adults in the North to adults in the South, are a modern 

form of indulgences, allowing fossil fuel emissions to continue with only marginal reductions or 

even increase. 

 The greatest injustice of continued fossil fuel dominance of energy is the heaping of 

climate and environmental damages onto the heads of young people and those yet to be born in 

both developing and developed countries.  The tragedy of this situation is that a pathway to a 

clean energy future is not only possible, but even economically sensible. 

 Fossil fuels today power engines of economic development and thus raise the standards 

of living throughout most of the world.  But air and water pollution due to extraction and burning 

of fossil fuels kills more than 1,000,000 people per year and affects the health of billions of 

people (Cohen et al., 2005).  Burning all fossil fuels would have a climate impact that literally 

produces a different planet than the one on which civilization developed.  The consequences for 

young people, future generations, and other species would continue to mount over years and 

centuries.  Ice sheet disintegration would cause continual shoreline adjustments with massive 

civil engineering cost implications as well as widespread heritage loss in the nearly uncountable 

number of coastal cites.  Shifting of climatic zones and repeated climate disruptions would have 

enormous economic and social costs, especially in the developing world.  

 These consequences can be avoided via prompt transition to a clean energy future.  The 

benefits would include a healthy environment with clean air and water, preservation of the 

shorelines and climatic zones that civilization is adapted to, and retention of the many benefits 

humanity derives from the remarkable diversity of species with which we share this planet. 

                                                 
13

 Some nations are working hard to reduce their emissions, some with notable success.  But there is not global 

recognition that most of the remaining fossil fuel carbon cannot be emitted to the atmosphere without great damage 

to the future of young people. 
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 It is appropriate that governments, instituted for the protection of all citizens, should be 

required to safeguard the future of young people and the unborn.  Specific policies cannot be 

imposed by courts, but courts can require governments to present realistic plans to protect the  

rights of the young.  These plans should be consistent with the scientifically-established rate at 

which emissions must be reduced to stabilize climate. 

 Science can also make clear that rapid transition to improved energy efficiency and clean 

energies is not only feasible but economically sensible, and that rapid transition requires a 

steadily rising price on undesirable emissions.  Other actions by governments are needed, such as  

enforcement of energy efficiency standards and investment in technology development.  

However, without the underlying incentive of a price on carbon emissions, such actions, as well  

as voluntary actions by concerned citizens, are only marginally effective.  This is because such  

actions reduce the demand for fossil fuels, lower their price, and thus encourage fossil fuel use 

elsewhere.  The price on carbon emissions, to be most effective, must be transparent and across-

the-board, for the sake of public acceptance, for guidance of consumer decisions, and for 

guidance of business decisions including technology investments. 

 Here we summarize the emission reductions required to restore Earth's energy balance, 

limit CO2 change to a level that avoids dangerous human-made interference with climate, assure 

a bright future for young people and future generations, and provide a planet on which both 

humans and our fellow species can continue to survive and thrive. 
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Figure 1.  Global surface temperature anomalies relative to 1951-1980 mean for (a) annual and 5-year 

running means through 2010, and (b) 60-month and 132-month running means through March 2011.  

Green bars are 2-σ error estimates, i.e., 95% confidence intervals (data from Hansen et al., 2010). 

 

2.  Global Temperature 

 Global surface temperature fluctuates chaotically within a limited range and it also 

responds to natural and human-made climate forcings.  Climate forcings are imposed 

perturbations of Earth's energy balance.  Examples of climate forcings are changes in the 

luminosity of the sun, volcanic eruptions that inject aerosols (fine particles) into Earth's 

stratosphere, and human-caused alterations of atmospheric composition, most notably the 

increase of atmospheric carbon dioxide (CO2) due to burning of fossil fuels. 

 

2.1. Modern Temperature 

 Figure 1(a) shows annual-mean global temperature change over the past century.  The 

year-to-year variability is partly unforced chaotic variability and partly forced climate change.  

For example, the global warmth of 1998 was a consequence of the strongest El Nino of the 

century, a natural warming of the tropical Pacific Ocean surface associated with a fluctuation of 

ocean dynamics.  The strong cooling in 1992 was caused by stratospheric aerosols from the 

Mount Pinatubo volcanic eruption, which temporarily reduced sunlight reaching Earth's surface 

by as much as 2 percent. 

 Figure 1(b) shows global temperature change averaged over 5 years (60 months) and 11 

years (132 months), for the purpose of minimizing year-to-year variability.  The rapid warming 

during the past three decades is a forced climate change that has been shown to be a consequence 

of the simultaneous rapid growth of human-made atmospheric greenhouse gases, predominately 

CO2 from fossil fuel burning (IPCC, 2007). 

 The basic physics underlying this global warming, the greenhouse effect, is simple.  An 

increase of gases such as CO2 makes the atmosphere more opaque at infrared wavelengths.  This 

added opacity causes the planet's heat radiation to space to arise from higher, colder levels in the 

atmosphere, thus reducing emission of heat energy to space.  The temporary imbalance between 

the energy absorbed from the sun and heat emission to space, causes the planet to warm until 

planetary energy balance is restored. 

 The great thermal inertia of Earth, primarily a consequence of the 4-kilometer (2½ mile) 

deep ocean, causes the global temperature response to a climate forcing to be slow.  Because 
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atmospheric CO2 is continuing to increase, Earth is significantly out of energy balance – the solar 

energy being absorbed by the planet exceeds heat radiation to space.  Measurement of Earth's 

energy imbalance provides the most precise quantitative evaluation of how much CO2 must be 

reduced to stabilize climate, as discussed in Section 2. 

 However, we should first discuss global temperature, because most efforts to assess the 

level of climate change that would be 'dangerous' for humanity have focused on estimating a 

permissible level of global warming.  Broad-based assessments, represented by the 'burning 

embers' diagram in IPCC (2001, 2007), suggested that major problems begin with global 

warming of 2-3°C relative to global temperature in year 2000.  Sophisticated probabilistic 

analyses (Schneider and Mastrandrea, 2005) found a median 'dangerous' threshold of 2.85°C 

above global temperature in 2000, with the 90 percent confidence range being 1.45-4.65°C. 

 The conclusion that humanity could readily tolerate global warming up to a few degrees 

Celsius seemed to mesh with common sense.  After all, people readily tolerate much larger 

regional and seasonal climate variations. 

 The fallacy of this logic became widely apparent only in recent years.  (1) Summer sea 

ice cover in the Arctic plummeted in 2007 to an area 30 percent less than a few decades earlier.  

Continued growth of greenhouse gases will likely cause the loss of all summer sea ice within the 

next few decades, with large effects on wildlife and indigenous people, increased heat absorption 

at high latitudes, and potentially the release of massive amounts of methane, a powerful 

greenhouse gas, presently frozen in Arctic sediments on both land and sea floor.  (2) The great 

continental ice sheets of Greenland and Antarctic have begun to shed ice at a rate, now several 

hundred cubic kilometers per year, which is continuing to accelerate.  With the loss of protective 

sea ice and buttressing ice shelves, there is a danger that ice sheet mass loss will reach a level 

that causes catastrophic, and for all practical purposes irreversible, sea level rise.  (3) Mountain 

glaciers are receding rapidly all around the world.  Summer glacier melt provides fresh water to 

major world rivers during the dry season, so loss of the glaciers would be highly detrimental to  

billions of people.  (4) The hot dry subtropical climate belts have expanded, affecting climate 

most notably in the southern United States, the Mediterranean and Middle East regions, and 

Australia, contributing to more intense droughts, summer heat waves, and devastating wildfires.  

(5)  Coral reef ecosystems are already being impacted by a combination of ocean warming and  

acidification (a direct consequence of rising atmospheric CO2), resulting in a 1-2% per year 

decline in geographic extent.  Coral reef ecosystems will be eliminated with continued increase 

of atmospheric CO2, with huge consequences for an estimated 500 million people that depend on 

the ecosystem services of coral reefs (Bruno and Selig, 2007; Hoegh-guldberg et al., 2007;  

Veron et al., 2009).  (6) So-called mega-heatwaves have become noticeably more frequent, for 

example the 2003 and 2010 heatwaves over Europe and large parts of Russia, each with heat-

death tolls in the range of 55,000 to 70,000 (Barriopedro et al., 2011). 

 Reassessment of the dangerous level of global warming has been spurred by realization 

that large climate effects are already beginning while global warming is less than 1°C above 

preindustrial levels.  The best tool for assessment is provided by paleoclimate, the history of 

ancient climates on Earth. 
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Figure 2.  Global temperature relative to peak Holocene temperature (Hansen and Sato, 2011).   

 

2.2.  Paleoclimate Temperature 

 Hansen and Sato (2011) illustrate Earth's temperature on a broad range of time scales.  

Figure 2(a) shows estimated global mean temperature
14

 during the Pliocene and Pleistocene, 

approximately the past five million years.  Figure 2(b) shows higher temporal resolution, so that 

the more recent glacial to interglacial climate oscillations are more apparent. 

 Climate variations summarized in Figure 2 are huge.  During the last ice age, 20,000 

years ago, global mean temperature was about 5°C lower than today.  But regional changes on 

land were larger.  Most of Canada was under an ice sheet.  New York City was buried under that 

ice sheet, as were Minneapolis and Seattle.  On average the ice sheet was more than a mile (1.6 

km) thick.  Although thinner near its southern boundary, its thickness at the location of the above 

cities dwarfs the tallest buildings in today's world.  Another ice sheet covered northwest Europe. 

 These huge climate changes were instigated by minor perturbations of Earth's orbit about 

the sun and the tilt of Earth's spin axis relative to the orbital plane.  By altering the seasonal and 

geographical distribution of sunlight, the orbital perturbations cause small temperature change.  

Temperature change then drives two powerful amplifying feedbacks: higher temperature melts 

ice globally, thus exposing darker surfaces that absorb more sunlight; higher temperature also 

causes the ocean and soil to release CO2 and other greenhouse gases.  These amplifying 

feedbacks are responsible for practically the entire glacial-to-interglacial temperature change. 

 In these slow natural climate changes the amplifying feedbacks (ice area and CO2 

amount) acted as slaves to weak orbital forcings.  But today CO2, global temperature, and ice 

area are under the command of humanity: CO2 has increased to levels not seen for at least 3 

million years, global temperature is rising, and ice is melting rapidly all over the planet.  Another 

ice age will never occur, unless humans go extinct.  A single chlorofluorocarbon factory can 

produce gases with a climate forcing that exceeds the forcing due to Earth orbital perturbations. 

                                                 
14

 This estimate of global mean temperature is obtained from ocean sediments at many locations around the world 

(Zachos et al., 2001; Hansen et al., 2008).  The composition of the shells of deep-sea-dwelling microscopic animals 

(foraminifera), preserved in ocean sediments, carry a record of ocean temperature.  Deep ocean temperature change 

is about two-thirds as large as global mean surface temperature change for the range of climates from the last ice age 

to the present interglacial period; that proportionality factor is included in Figure 2. 
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 During the climate oscillations summarized in Figure 2, Earth's climate remained in near 

equilibrium with its changing boundary conditions, i.e., with changing ice sheet area and 

changing atmospheric CO2.  These natural boundary conditions changed slowly, over millennia, 

because the principal Earth orbital perturbations occur on time scales predominately in the range 

of 20,000 to 100,000 years. 

 Human-made changes of atmospheric composition are occurring much faster, on time 

scales of decades and centuries.  The paleoclimate record does not tell us how rapidly the climate 

system will respond to the high-speed human-made change of climate forcings – our best guide 

will be observations of what is beginning to happen now.  But the paleoclimate record does 

provide an indication of the eventual consequences of a given level of global warming. 

 The Eemian and Hosteinian interglacial periods, also known as marine isotope stages 5e 

and 11, respectively about 130,000 and 400,000 years ago, were warmer than the Holocene, but 

global mean temperature in those periods was probably less than 1°C warmer than peak 

Holocene temperature (Figure 2b).  Yet it was warm enough for sea level to reach mean levels 4-

6 meters higher than today. 

 Global mean temperature 2°C higher than peak Holocene temperature has not existed 

since at least the Pliocene, a few million years ago.  Sea level at that time was estimated to have 

been 15-25 meters higher than today (Dowsett et al., 1999).  Changes of regional climate during 

these warm periods were much greater than the global mean changes. 

 How does today's global temperature, given the warming of the past century, compare 

with prior peak Holocene temperature?  Holocene climate has been highly variable on a regional 

basis (Mayewski et al., 2004).  However, Hansen and Sato (2011) show from records at several 

places around the globe that mean temperature has been remarkably constant during the 

Holocene.  They estimate that the warming between the 1800s and the period 1951-1980 (a 

warming of ~0.25°C in the Goddard Institute for Space Studies analysis, Hansen et al., 2010) 

brought global temperatures back to approximately the peak Holocene level. 

 If the 1951-1980 global mean temperature approximates peak Holocene temperature, this 

implies that global temperature in 2000 (5-year running mean) was already 0.45°C above the 

peak Holocene temperature.  The uncertainty in the peak Holocene temperature is a least several  

tenths of a degree Celsius.  However, strong empirical evidence that global temperature has 

already risen above the prior peak Holocene temperature is provided by the ongoing mass loss of 

the Greenland and West Antarctic ice sheets, which began within the last fewdecades.  Sea level 

was relatively stable for the past five to six thousand years, indicating that these ice sheets were  

in near mass balance.  Now, however, both Greenland and West Antarctica are shedding ice at 

accelerating rates.  This is strong evidence that today's global temperature has reached a level 

higher than prior Holocene temperatures. 

  The conclusion is that global warming of 1°C relative to 1880-1920 mean temperature 

(i.e., 0.75°C above the 1951-1980 temperature or 0.3°C above the 5-year running mean  

temperature in 2000), if maintained for long, is already close to or into the 'dangerous' zone.  The 

suggestion that 2°C global warming may be a 'safe' target is extremely unwise based on critical  

evidence accumulated over the past three decades.  Global warming of this amount would be 

putting Earth on a path toward Pliocene-like conditions, i.e., a very different world marked by 

massive and continual disruptions to both society and ecosystems.  It would be a world in which 

the world's species and ecosystems will have had no recent evolutionary experience, surely with 

consequences and disruptions to the ecosystem services that maintain human communities today. 

There are no credible arguments that such rapid change would not have catastrophic 

circumstances for human well-being. 
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Figure 3.  (a) Estimated planetary energy imbalance in 1993-2008, and (b) in 2005-2010.  Data sources 

are given by Hansen et al. (2011).  

 

3.  Earth's Energy Imbalance 

 Earth's energy balance is the ultimate measure of the status of Earth's climate.  In a period 

of climate stability, Earth radiates the same amount of energy to space that it absorbs from 

incident sunlight.  Today it is anticipated that Earth is out of balance because of increasing 

atmospheric CO2.  Greenhouse gases such as CO2 reduce Earth's heat radiation to space, thus 

causing a temporary energy imbalance, more energy coming in than going out.  This imbalance 

causes Earth to warm until energy balance is restored. 

 The immediate planetary energy imbalance due to an increase of CO2 can be calculated 

precisely.  It does not require a climate model.  The radiation physics is rigorously understood.  

However, the current planetary energy imbalance is complicated by the fact that increasing CO2 

is only one of the factors affecting Earth's energy balance, and Earth has already partly 

responded to the net climate forcing by warming 0.8°C in the past century. 

 Thus authoritative determination of the state of the climate system requires measuring the 

planet's current energy imbalance.  This is a technical challenge, because the magnitude of the 

imbalance is expected to be only about 1 W/m
2
 or less, so measurements must have an accuracy 

that approaches 0.1 W/m
2
.  The most promising approach to achieve this accuracy is to measure 

ongoing changes of the heat content of the ocean, atmosphere, land, and ice on the planet. 

 The vast global ocean is the primary reservoir for changes of Earth's heat content.  

Because of the importance of this measurement, nations of the world launched a cooperative 

Argo float program, which has distributed more than 3000 floats around the world ocean 

(Roemmich and Gilson, 2009).  Each float repeatedly yoyos an instrument package to a depth of 

two kilometers and satellite-communicates the data to shore. 

 The Argo program did not attain planned distribution of floats until late 2007, but 

coverage reached 90% by 2005, allowing good accuracy provided that systematic measurement 

errors are kept sufficiently small.  Prior experience showed how difficult it is to eliminate all 

measurement biases, but the exposure of the difficulties over the past decade leads to 

expectationthat the data for the 6-year period 2005-2010 are the most precise achieved so far.  

The estimated standard error for that period, necessarily partly subjective, is 0.15 W/m
2
.
15

 

                                                 
15

 Barker et al. (2011) describe a remaining bias due to sensor drift in pressure measurements.  That bias is reduced 

in the analysis of von Schuckmann and Le Traon by excluding data from floats on a pressure-bias black list and data 

from profiles that fail climatology checks, but errors remain and require further analysis. 
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  Smaller contributions to the planetary energy imbalance, from changes in the heat 

content of the land, ice and atmosphere, are also know more accurately in recent years.  A key 

improvement during the past decade has been provided by the GRACE satellite that measures 

Earth's gravitational field with a precision that allows the rate of ice loss by Greenland and 

Antarctica to be monitored accurately. 

 Figure 3 summarizes the results of analyses of Earth's energy imbalance averaged over 

the periods 1993-2008 and 2005-2010.  In the period 1993-2008 the planetary energy imbalance 

ranges from 0.57 W/m
2
 to 0.80 W/m

2
 among different analyses, with the lower value based on 

upper ocean heat content analysis of Levitus et al. (2009) and the higher value based on Lyman 

et al. (2010).  For the period 2005-2010 the upper ocean heat content change is based on analysis 

of the Argo data by von Schuckmann and Le Traon (2011), which yields a planetary energy 

imbalance of 0.59 ± 0.15 W/m
2
 (Hansen et al., 2011). 

 The energy imbalance in 2005-2010 is particularly important, because that period 

coincides with the lowest level of solar irradiance in the period since satellites began measuring 

the brightness of the sun in the late 1970s.  Changes of solar irradiance are often hypothesized as 

being the one natural climate forcing with the potential to compete with human-made climate 

forcings, so measurements during the strongest solar minimum on record provide a conclusive 

evaluation of the sun's potential to reduce the planet's energy imbalance. 

 The conclusion is that Earth is out of energy balance by at least ~0.5 W/m
2
.  Our 

measured 0.59 W/m
2
 for 2005-2010 suggests that the average imbalance over the 11-year solar 

cycle may be closer to 0.75 W/m
2
. 

 This planetary energy imbalance is substantial, with implications for future climate 

change.  It means that global warming will continue on decadal time scales, as the 0.8°C global 

warming so far is the response to only about half of the net human-made climate forcing. 

 Knowledge of Earth's energy imbalance allows us to specify accurately how much CO2 

must be reduced to restore energy balance and stabilize climate.  CO2 must be reduced from the 

current level of 390 ppm to 360 ppm to increase Earth's heat radiation to space by 0.5 W/m
2
, or  

to 345 ppm to increase heat radiation to space by 0.75 W/m
2
, thus restoring Earth's energy 

balance and stabilizing climate. 

 Earth's energy imbalance thus provides accurate affirmation of a conclusion reached 

earlier (Hansen et al., 2008), that the appropriate initial target level of atmospheric CO2 to  

stabilize climate is "<350 ppm".  This target level may need to be adjusted as it is approached, 

but, considering the time required to achieve a reversal of atmospheric CO2 growth, more precise 

knowledge of the ultimate target for CO2 will be available by the time CO2 has been restored to a 

level approaching 350 ppm. 

 One reason that more precise specification than "<350 ppm" is inadvisable now is the 

uncertainty about the net effect of changes of other human-made climate forcings such as  

methane, other trace gases, reflecting aerosols, black soot, and the surface reflectivity.  These 

forcings are smaller than that by CO2, but not negligible. 

 Indeed, there is a concern that expected future reductions of particulate air pollution will 

exacerbate global warming via reduction of reflective aerosols.  It has been suggested (Hansen et 

al., 2000) that a concerted effort to reduce methane, tropospheric ozone, other trace gases and 

black soot could substantially reduce the human-made climate forcing, possibly enough to 

counteract the warming effect of a decline in reflective aerosols.  Our calculations of future 

global temperature in section 5 assume that a major effort will be made to reduce the non-CO2 

forcings sufficient to obviate warming due to a decline of reflective aerosols.  To the degree that 

this goal is not achieved, future warming could exceed that which we calculate.  
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Figure 4.  (a) Decay of instantaneous (pulse) injection and extraction of atmospheric CO2, (b) 

atmospheric CO2 if fossil fuel emissions terminated at end of 2011, 2030, 2050. 

 

 The important point is that CO2 is the dominant climate forcing agent and it will be all 

the more so in the future.  The CO2 injected into the climate system by burning fossil fuels will 

continue to affect our climate for millennia.  We cannot burn all of the fossil fuels without 

producing a different planet, with changes occurring with a rapidity that will make Earth far less 

hospitable for young people, future generations, and most other species. 

 

4.  Carbon Cycle and Atmospheric CO2  

 The 'carbon cycle' that defines the fate of fossil fuel carbon injected into the climate 

system is well understood.  This knowledge allows accurate estimation of the amount of fossil 

fuels that can be burned consistent with stabilization of climate this century. 

 Atmospheric CO2 is already about 390 ppm.  Is it possible to return to 350 ppm or less 

within this century?  Yes.  Atmospheric CO2 would decrease if we phased out fossil fuels.  The 

CO2 injected into the air by burning fossil fuels becomes distributed, over years, decades, and 

centuries, among the surface carbon reservoirs: the atmosphere, ocean, soil, and biosphere.  

 Carbon cycle models simulate how the CO2 injected into the atmosphere becomes 

distributed among the carbon reservoirs.  We use the well-tested Bern carbon cycle model (Joos 

et al., 1996)
16

 to illustrate how rapidly atmospheric CO2 can decrease. 

 Figure 4 (a) shows the decay of a pulse of CO2 injected into the air.  The atmospheric 

amount is reduced by half in about 25 years.  However, after 500 years about one-fifth of the 

CO2 is still in the atmosphere.  Eventually, via weathering of rocks, this excess CO2 will be 

deposited on the ocean floor as carbonate sediments.  However, that process requires millennia. 

 It is informative, for later policy considerations, to note that a negative CO2 pulse decays 

at about the same rate as positive pulse.  Thus if we decide to suck CO2 from the air, taking CO2  

out of the carbon cycle, for example by storing it in carbonate bricks, the magnitude of the CO2 

change will decline as the negative increment becomes spread among the carbon reservoirs. 

 It is also informative to examine how fast atmospheric CO2 would decline if fossil fuel 

use were halted today, or in 20 years, or in 40 years.  Results are shown in Figure 4 (b).  If 

emissions were halted in 2011, CO2 would decline to 350 ppm at mid-century.  With a 20 year 

                                                 
16

  Specifically, we use the dynamic-sink pulse-response function representation of the Bern carbon cycle model 

(Joos et al., 1996), as described by Kharecha and Hansen (2008) and Hansen et al. (2008).  
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delay in halting emissions, CO2 returns to 350 ppm at about 2250.  With a 40 year delay, CO2 

does not return to 350 ppm until after year 3000. 

 The scenarios in Figure 4 (b) assume that emissions continue to increase at the 'business-

as-usual' (BAU) rate of the past decade (increasing by just over 2% per year) until they are 

suddenly halted.  The results are indicative of how difficult it will be to get back to 350 ppm, if 

fossil fuel emissions continue to accelerate. 

 Do these results imply that it is implausible to get back to 350 ppm in a way that is 

essentially 'natural', i.e., in a way other than a 'geo-engineering' approach that sucks CO2 from 

the air?  Not necessarily.  There is one other major factor, in addition to fossil fuel use, that 

affects atmospheric CO2 amount: deforestation/reforestation. 

 Fossil fuel emissions account for about 80 percent of the increase of atmospheric CO2 

from 275 ppm in the preindustrial atmosphere to 390 ppm today.  The other 20 percent is from 

net deforestation (here net deforestation accounts for any forest regrowth in that period).  We 

take net deforestation over the industrial era to be about 100 GtC (gigatons of carbon), with an 

uncertainty of at least 50 percent (Stocker et al., 2011)
17

. 

 There is considerable potential for extracting CO2 from the atmosphere via reforestation 

and improved forestry and agricultural practices.  The largest practical extraction is probably 

about 100 GtC (IPCC, 2001), i.e., equivalent to restoration of deforested land.  Complete 

restoration of deforested areas is unrealistic, yet a 100 GtC drawdown seems feasible for the 

following reasons: (1)  the current human-enhanced atmospheric CO2 level leads to an increase 

of carbon uptake by vegetation and soils, (2) improved agricultural practices can convert 

agriculture from being a large CO2 source into a carbon sink, as discussed in the following 

paragraph, (3) part of this CO2 drawdown can be achieved by burning biomass at powerplants 

and capturing the CO2, with the provision that the feedstock for this bioenergy is residues and 

wastes, unlike most current-generation bioenergy sources, thus avoiding loss of natural 

ecosystems and cropland (Tilman et al., 2006; Fargione et al., 2008; Searchinger et al., 2008).  

Competing uses for land – primarily expansion of agriculture to supply a growing world 

population – could complicate reforestation efforts.  A decrease in the use of animal products 

would substantially decrease the demand for agricultural land, as more than half of all crops are 

currently fed to livestock (Stehfest et al., 2009; UNEP, 2010). 

 The 100 GtC 'reforestation' thus is a major task, but it is needed to get CO2 back to 350 

ppm and it is an opportunity to achieve other major benefits.  Present agricultural practices, 

based on plowing and chemical fertilizers, are dependent on fossil fuels and contribute to loss of 

carbon from soil via land degradation.  World agriculture could sequester 0.4-1.2 GtC per year 

by adopting minimum tillage and biological nutrient recycling (Lal, 2004).  Such a strategy can 

also increase water conservation in soils, build agricultural resilience to climate change, and 

increase productivity especially in smallholder rain-fed agriculture, thereby reducing expansion 

of agriculture into forested ecosystems (Rockstrom et al., 2009).  

 We thus assume a 100 GtC drawdown (biospheric C uptake) in our reforestation 

scenarios, with this obtained via a sinusoidal drawdown over the period 2031-2080.  Alternative 

timings for this reforestation drawdown of CO2 would have no qualitative effect on our 

conclusions about the potential for achieving a given CO2 level such as 350 ppm. 
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 Net historical deforestation of 100 GtC and historical fossil fuel use yield good agreement with historical growth 

of atmospheric CO2 (Figure S16 of Hansen et al., 2008), based on simulations with the Bern carbon cycle model. 
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Figure 5.  (a) Atmospheric CO2 if fossil fuel emissions are cut 6% per year beginning in 2012 and 100 

GtC reforestation drawdown occurs in the 2031-2080 period, (b) Atmospheric CO2 with BAU emission 

increases until 2020, 2030, 2045, and 2060, followed by 5% per year emission reductions. 

 Figure 5 (a) shows that 100 GtC reforestation results in atmospheric CO2 declining to 350 

ppm by the end of this century, provided that fossil fuel emissions decline by 6% per year 

beginning in 2013.  Figure 5 (b) shows the effect of continued BAU fossil fuel emission (just 

over 2% per year) until 2020, 2030, 2045 and 2060 with 100 GtC reforestation in 2031-2080. 

 The scenario with emission cuts beginning in 2020 has atmospheric CO2 return to 350 

ppm at about 2300.  If the initiation of emissions reduction is delayed to 2030 or later, then 

atmospheric CO2 does not return to the 350 ppm level even by 2500. 

 The conclusion is that a major reforestation program does permit the possibility of 

returning CO2 to the 350 ppm level within this century, but only if fossil fuel emission reductions 

begin promptly. 

 What about artificially drawing down atmospheric CO2?  Some people may argue that, 

given the practical difficulty of overcoming fossil fuel lobbyists and persuading governments to  

move rapidly toward post-fossil-fuel clean energy economies, 'geo-engineering' is the only hope.  

At present there are no large-scale technologies for air capture of CO2.  It has been suggested  

that with strong research and development support and industrial scale pilot projects sustained 

over decades, it may be possible to achieve costs of about ~$200/tC (Keith et al., 2006). 

 At this rate, the cost of removing 50 ppm
18

 of CO2 is ~$20 trillion.  However, as shown 

by Figure 4 (a), the resulting atmospheric CO2 reduction is only ~15 ppm after 100 years, 

because most of the extraction will have leaked into other surface carbon reservoirs.  The cost of 

CO2 extraction needed to maintain a 50 ppm reduction on the century time scale is thus better 

estimated as ~$60 trillion. 

 In section 7 we note the economic and social benefits of rapidly phasing over to clean 

energies and increased energy efficiency, as opposed to continued and expanded extraction of 

fossil fuels.  For the moment, we simply note that the present generation will be passing the CO2 

clean-up costs on to today's young people and future generations. 

 

5.  Future Global Temperature Change  

 Future global temperature change will depend primarily upon atmospheric CO2 amount.  

Although other greenhouse gases, such as methane and chlorofluorocarbons, contributed almost 
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 The conversion factor to convert atmospheric CO2 in ppm to GtC is 1 ppm ~ 2.12 GtC. 
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as much as CO2 to the total human-caused climate forcings over the past century, CO2 now 

accounts for more than 80 percent of the growth of greenhouse gas climate forcing (over the past 

15 years).  Natural climate forcings, such as changes of solar irradiance and volcanic aerosols, 

can cause global temperature variations, but their effect on the long-term global temperature 

trend is small compared with the effect of CO2. 

 A simple climate response function can provide a realistic estimate of expected global 

temperature change for a given scenario of future atmospheric CO2.  Indeed, Hansen et al. (2011) 

show that such a function accurately replicates the results from sophisticated global climate 

models.  In the simulations here we use the 'intermediate' response function of Hansen et al. 

(2011), which accurately replicates observed ocean heat uptake and observed temperature change 

over the past century, and we assume that the net change of other human-made climate forcings 

is small in comparison with the effect of CO2. 

 One important caveat must be stressed.  These calculations, as with most global climate 

models, incorporate only the effect of the so-called 'fast feedbacks' in the climate system, such as 

water vapor, clouds, aerosols, and sea ice.  Slow feedbacks, such as ice sheet disintegration and 

climate-induced changes of greenhouse gases, as may occur with the melting of tundra and 

warming of continental shelves, are not included. 

 Exclusion of slow feedbacks is appropriate for the past century, because we know the ice 

sheets were stable and our climate simulations employ observed greenhouse gas amounts.  The 

observed greenhouse gas amount includes any contribution from slow feedbacks.  Exclusion of 

slow feedbacks in the 21
st
 century is a dubious assumption, used in our illustrative computations 

only because the rate at which slow feedbacks come into play is poorly understood.  However, 

we must bear in mind the potential for slow feedbacks to fundamentally alter the nature of future 

climate change, specifically the possibility of creating a situation in which continued climate 

change is largely out of humanity's control. 

 Slow feedbacks are thus one important consideration that helps to crystallize the need to 

keep maximum warming from significantly exceeding 1°C.  With the current global warming of 

~0.8°C evidence of slow feedbacks is beginning to appear, e.g., melting of tundra with release of 

methane (Walter et al., 2006), submarine methane release from dissociation of sea-bed gas 

hydrates in association with sea water temperature increase (Westbrook et al., 2009), and 

increasing ice mass loss from Greenland and Antarctica (Velicogna, 2009).  The fact that 

observed effects so far are small suggests that these feedbacks may not be a major factor if 

maximum global warming is only ~1°C and then recedes. 

 On the other hand, if BAU CO2 emissions continue for many decades there is little doubt 

that these slow feedbacks will come into play in major ways.  Because the CO2 injected into the 

air stays in the surface carbon reservoirs for millennia, the slow feedbacks surely will occur.  It is 

only a question of how fast they will come into play, and thus which generations will suffer the 

greatest consequences. 

 There is thus strong indication that we face a dichotomy.  Either we achieve a scenario 

with declining global CO2 emissions, thus preserving a planetary climate resembling that of the 

Holocene or we set in motion a dynamic transition to a very different planet. 
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Figure 6.  Simulated future global temperature for the CO2 scenarios of Figure 5.  Observed temperature 

record is from Hansen et al. (2010).  Temperature is relative to the 1880-1920 mean.  Subtract 0.26°C to 

use 1951-1980 as zero-point.  Subtract 0.70°C to use 5-year running mean in 2000 as zero point. 

 

 Can we define the level of global warming that would necessarily push us into such a 

dynamic transition?  Given present understanding of slow feedbacks, we cannot be precise.  

However, consider the case in Figure 6 in which BAU emissions continue to 2030.  In that case, 

even though CO2 emissions are phased out rapidly (5% per year emission reductions) after 2030 

and 100 GtC reforestation occurs in 2031-2080, the (fast-feedback) human-caused global 

temperature rise reaches 1.5°C and stays above 1°C until after 2500.  It is highly unlikely that the 

major ice sheets could remain stable at their present size with such long-lasting warmth.  Even if 

BAU is continued only until 2020, the temperature rise exceeds 1°C for about 100 years.  

 In contrast to scenarios with continued BAU emissions, Figure 6 (a) shows the scenario 

with 6% per year decrease of fossil fuel CO2 emissions and 100 GtC reforestation in the period 

2031-2080.  This scenario yields additional global warming of ~0.3°C.  Global temperature 

relative to the 1880-1920 mean would barely exceed 1°C and would remain above 1°C for only 

about 3 decades.  Thus this scenario provides the prospect that young people, future generations, 

and other life on the planet would have a chance of residing in a world similar to the one in 

which civilization developed. 

 The precise consequences if BAU emissions continue several decades are difficult to 

define, because such rapid growth of climate forcing would take the world into uncharted 

territory.  Earth has experienced a huge range of climate states during its history, but there has 

never been such a large rapid increase of climate forcings as would occur with burning of most 

fossil fuels this century.  The closest analogy in Earth's history is probably the PETM 

(Paleocene-Eocene Thermal Maximum) in which rapid global warming of at least 5°C occurred 

(Zachos et al., 2001), probably as a consequence of melting methane hydrates (Zeebe et al., 

2009).  The PETM is instructive because it occurred during a 10-million year period of global 

warming, and thus the methane release was probably a feedback effect magnifying the warming. 

 Global warming that occurred over the period from 60 Mya (million years ago) to 50 

Mya can be confidently ascribed to increasing atmospheric CO2.  That was the period in which 

the Indian subcontinent was moving rapidly through the Indian Ocean, just prior to its collision 

with Asia, when it began to push up the Himalayan Mountains and Tibetan Plateau.  Continental 
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drift over carbonate-rich ocean crust is the principal source of CO2 from the solid Earth to the 

surface reservoirs of carbon.
19

 

 The global warming between 60 Mya and 50 Mya was about 5°C, thus at a rate less than 

1°C per million years.  Approximately 55 Mya there was, by paleoclimae standards, a very rapid 

release of 3000-5000 GtC into the surface climate system, presumably from melting of methane 

hydrates based on the absence of any other known source of that magnitude.  This injection of 

carbon and rapid additional warming of about 5°C occurred over a period of about 10,000 years, 

with most of the carbon injection during two 1-2 thousand year intervals.  The PETM witnessed 

the extinction of almost half of the deep ocean foraminifera (microscopic shelled animals, which 

serve as a biological indicator for ocean life in general), but, unlike several other large warming 

events in Earth's history, there was little extinction of land plants and animals. 

 The important point is that the rapid PETM carbon injection was comparable to what will 

occur if humanity burns most of the fossil fuels, but the PETM occurred over a period that was 

10-100 times longer.  The ability of life on Earth today to sustain a climate shock comparable to 

the PETM but occurring 10-100 times faster is highly problematic, at best.  Climate zones would 

be shifting at a speed far faster than species have ever faced.  Thus if humanity continues to burn 

most of the fossil fuels, Earth, and all of the species residing on it, will be pushed into uncharted 

climate change territory, with consequences that are practically impossible to foresee. 

 

6.  Consequences of Continued Global Warming  

 The unparalleled rapidity of the human-made increase of global climate forcing implies 

that there are no close paleoclimate analogies to the current situation.  However, the combination 

of paleoclimate data and observations of ongoing climate change provide useful insight. 

 Paleoclimate data serve mainly as an indication of likely long-term responses to changed 

boundary conditions.  Observations of ongoing climate change provide information relevant to 

the rate at which changes may occur. 

 Yet we must bear in mind that some important processes, such as ice sheet disintegration 

and species extermination, have the potential to be highly non-linear.  That means changes can 

be slow until a tipping point is reached (Lenton et al., 2008) and more rapid change occurs. 

   Sea level.  If most fossil fuels are burned global temperatures will rise at least several 

degrees Celsius.  The eventual sea level change in response to the global warming will be many 

meters and global coast lines will be transfigured.  We do not know how rapidly ice sheets can 

disintegrate, because Earth has never experienced such rapid global warming.  However, even 

moderate sea level rise will create millions of global warming refugees from highly-populated 

low-lying areas, who must migrate from the coastline, throwing existing global demographics 

into chaos. 

 During the most recent prior interglacial period, the Eemian, global temperature was at 

most of the order of 1°C warmer than the Holocene (Figure 2).  Sea level reached heights several 

meters above today's level and there were instances of sea level change by 1-2 meters per century 

(Rohling et al., 2008; Muhs et al., 2011).  Hearty and Neumann (2001) and Hearty et al. (2007) 

interpret geologic shoreline evidence as indicating a rapid sea level rise to a peak 6-9 meters 

above present late in the Eemian followed by a precipitous sea level fall, but there is not 

unanimity in the research community about this specific history.  The important point is that the 

                                                 
19

 The principal sink of CO2, i.e., the mechanism that returns carbon to the solid Earth on long time scales, is the 

weathering process. Chemical reactions associated with weathering of rocks results in rivers carrying carbonate 

sediments that are deposited on the ocean floor. 
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high sea level excursions in the Eemian imply rapid partial melting of Antarctic and/or 

Greenland ice when the world was little warmer than today.  During the Pliocene, when global 

mean temperature may have been 2°C warmer than the Holocene (Figure 2), sea level was 

probably 15-25 meters higher than today (Dowsett et al., 1999, 2009; Naish et al., 2009). 

 Expected sea level rise due to human-caused climate change has been controversial partly 

because the discussion and the predictions of IPCC (2001, 2007) have focused on sea level rise 

at a specific date, 2100.  Recent estimates of likely sea level rise by 2100 are of the order of 1 m 

(Vermeer and Rahmstorf, 2009; Grinsted et al., 2010).  Ice-dynamics studies estimate that rates 

of sea-level rise of 0.8 to 2 m per century are feasible (Pfeffer et al., 2008) and Antarctica alone 

may contribute up to 1.5 m per century (Turner et al., 2009).  Hansen (2005, 2007) has argued 

that BAU CO2 emissions produce a climate forcing so much larger than any experienced in prior 

interglacial periods that a non-linear ice sheet response with multi-meter sea level rise may occur 

this century. 

 The best warning of an imminent period of sustained nonlinear ice sheet loss will be 

provided by accurate measurements of ice sheet mass.  The GRACE satellite, which has been 

measuring Earth's gravitational field since 2003 reveals that the Greenland ice sheet is losing 

mass at an accelerating rate, now more than 200 cubic kilometers per year, and Antarctica is 

losing more than 100 cubic kilometers per year (Sorensen and Forsberg, 2010; Rignot et al., 

2011).  However, the present rate of sea level rise, 3 cm per decade, is moderate, and the ice 

sheet mass balance record is too short to determine whether we have entered a period of 

continually accelerating ice loss. 

 Satellite observations of Greenland show that the surface area with summer melting has 

increased over the period of record, which extends back to the late 1970s (Steffen et al., 2004; 

Tedesco et al., 2011).  Yet the destabilizing mechanism of greatest concern is melting of ice 

shelves, tongues of ice that extend from the ice sheets into the oceans and buttress the ice sheets, 

limiting the rate of discharge of ice to the ocean.  Ocean warming is causing shrinkage of ice 

shelves around Greenland and Antarctica (Rignot and Jacobs, 2002). 

 Loss of ice shelves can open a pathway to the ocean for portions of the ice sheets that rest 

on bedrock below sea level.  Most of the West Antarctic ice sheet, which alone could raise sea 

level by 6 meters, is on bedrock below sea level, so it is the ice sheet most vulnerable to rapid 

change.  However, parts of the larger East Antarctic ice sheet are also vulnerable.  Indeed, 

satellite gravity and radar altimetry reveal that the Totten Glacier of East Antarctica, fronting a 

large ice mass grounded below sea level, is already beginning to lose mass (Rignot et al., 2008) 

 The important point is that uncertainties about sea level rise mainly concern the timing of 

large sea level rise if BAU emissions continue, not whether it will occur.  If all or most fossil 

fuels are burned, the carbon will be in the climate system for many centuries, in which case 

multi-meter sea level rise should be expected (e.g., Rohling et al., 2009). 

  Children born today can expect to live most of this century.  If BAU emissions continue, 

will they suffer large sea level rise, or will it be their children, or their grandchildren? 

 Shifting climate zones.  Theory and climate models indicate that subtropical regions will 

expand poleward with global warming (Held and Soden, 2006; IPCC, 2007).  Observations 

reveal that a 4-degree poleward expansion of the subtropics has occurred already on average 

(Seidel and Randel, 2006), yielding increased aridity in southern United States (Barnett et al., 

2008; Levi, 2008), the Mediterranean region, and Australia.  Increased aridity and temperatures 

have contributed to increased forest fires that burn hotter and are more destructive in all of these 

regions (Westerling et al., 2006). 
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 Although there is large year-to-year variability of seasonal temperature, decadal averages 

reveal that isotherms (lines of a given average temperature) having been moving poleward at a 

rate of about 100 km per decade during the past three decades (Hansen et al., 2006).  This rate of 

shifting of climatic zones exceeds natural rates of change.  The direction of movement has been 

monotonic (poleward) since about 1975.  Wild species have responded to this climatic shift, with 

at least 52 percent of species having shifted their ranges poleward (and upward) by as much as 

600 km in terrestrial systems and 1000 km in marine systems (Parmesan and Yohe, 2003).  As 

long as the planet is as far out of energy balance as at present, that trend necessarily will 

continue, a conclusion based on comparison of the observed trend with interdecadal variability in 

climate simulations (Hansen et al., 2007). 

 Humans may be better able to adapt to shifting of climate zones, compared with many 

other species.  However, political borders can interfere with migration, and indigenous ways of 

life have already been adversely affected.  Impacts are apparent in the Arctic, with melting 

tundra, reduced sea ice, and increased shoreline erosion.  Effects of shifting climate zones may 

also be important for native Americans who possess specific designated land areas, as well as 

other cultures with long-standing traditions in South America, Africa, Asia and Australia. 

 Loss of Species.  Explosion of the human population and its presence on the landscape in 

the past few centuries is having a profound influence on the well being of all the other species.  

As recently as two decades ago biologists were more concerned with effects on biodiversity 

other than climate change, such as land use changes, nitrogen fertilization, and direct effects of 

increased atmospheric CO2 on plant ecophysiology (Parmesan, 2006).  However, easily 

discernible impacts on animals, plants, and insects of the nearly monotonic global warming 

during the past three decades (Figure 1) has sharply altered perceptions of the greatest threats. 

 A dramatic awakening was provided by sudden widespread decline of frogs, with 

extinction of entire mountain-restricted species attributed to global warming (Pounds et al., 1999, 

2006).  Although there are somewhat different interpretations of detailed processes involved in 

global amphibian declines and extinctions (Alford et al., 2007; Fagotti and Pascolini, 2007), 

there is agreement that global warming is a main contributor to a global amphibian crisis: "The 

losses portend a planetary-scale mass extinction in the making.  Unless humanity takes 

immediate action to stabilize the climate, while also fighting biodiversity's other threats, a 

multitude of species is likely to vanish" (Pounds et al., 2007). 

 Mountain-restricted species in general are particularly vulnerable to global warming.  As 

warming causes isotherms to move up the mountainside so does the specific climate zone in 

which a given specific species can survive.  If global warming continues unabated, i.e., if all 

fossil fuels are burned, many mountain-dwelling species will be driven to extinction. 

 The same is true for species living in polar regions.  There is documented evidence of 

reductions in the population and health of Arctic species living in the southern parts of the Arctic 

and Antarctic species in the more northern parts of the Antarctic. 

 A critical factor for survival of some Arctic species will be retention of all-year sea ice.  

Continued BAU fossil fuel use will result in loss of all Arctic summer sea ice within the next 

several decades.  In contrast, the scenario in Figure 5a, with global warming peaking just over 

1°C and then declining slowly, should allow some summer sea ice to survive and then gradually 

increase to levels representative of recent decades. 

 The threat to species survival is not limited to mountain and polar species.  Plant and 

animal distributions are a reflection of the regional climates to which they are adapted.  Although 

species attempt to migrate in response to climate change, their paths may be blocked by human-

constructed obstacles or natural barriers such as coast lines.  As the shift of climate zones  
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Figure 7.  Extant reefs used as analogs (Hoegh-Guldberg et al., 2007) for ecological structures anticipated 

for scenarios A (375 ppm CO2, +1°C), B (450-500 ppm CO2, +2°C), C (>500 ppm CO2, >+3°C)  
 

becomes comparable to the range of some species, the less mobile species will be driven to 

extinction.  Because of extensive species interdependencies, this can lead to mass extinctions. 

 The IPCC Working Group II assessment (IPCC WG-II, 2007) reviews studies relevant to 

estimating the eventual extinction rate for different magnitudes of global warming.  If global 

warming relative to the pre-industrial level exceeds 1.5°C, they estimate that 9-31 percent of 

species will be committed to extinction.  With global warming of 2.7°C, an estimated 21-52 

percent of species will be committed to extinction. 

 Mass extinctions have occurred in conjunction with rapid climate change during Earth's 

long history, and new species evolved over hundreds of thousands and millions of years.  But 

such time scales are almost beyond human comprehension.  If we drive many species to 

extinction we will leave a more desolate planet for our children, grandchildren, and as many 

generations as we can imagine. 

 Coral reef ecosystems.  Coral reef ecosystems are the most biologically diverse marine 

ecosystem, often described as the rainforests of the ocean.  An estimated 1-9 million species 

(most of which have not yet been described; Reaka-Kudla 1997) populate coral reef ecosystems 

generating ecosystem services that are crucial to the well-being of at least 500 million people 

that populate tropical coastal areas.  These coral reef ecosystems are vulnerable to current and 

future warming and acidification of tropical oceans. Acidification arises due to the production of 

carbonic acid as increasing amounts of CO2 enter the world's oceans.   Comparison of current 

changes with those seen in the palaeontological record indicate that ocean pH is already outside 

where it has been for several million years (Raven et al. 2005; Pelejero et al. 2010).   

 Mass coral bleaching and a slowing of coral calcification are already disrupting coral reef 

ecosystem health (Hoegh-Guldberg et al 2007; De’Ath et al. 2009).  The decreased viability of 

reef-building corals have led to mass mortalities, increasing coral disease, and slowing of reef 

carbonate accretion.  Together with more local stressors, the impacts of global climate change 

and ocean acidification are driving a rapid contraction (1-2% per year, Bruno and Selig 2007) in 

the extent of coral reef ecosystems. 

 Figure 7 shows extant reefs that are analogs for ecological structures anticipated by 

Hoegh-Guldberg et al. (2007) to be representative of ocean warming and acidification expected 

to accompany CO2 levels of 375 ppm with +1°C, 450-500 ppm with +2°C, and >500 ppm with > 
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+3°C.  Loss of the three-dimensional framework that typifies coral reefs today has consequences 

for the millions of species that depend on this coral reef framework for their existence. The loss 

of these three-dimensional frameworks also has consequences for other important roles coral 

reefs play in supporting fisheries and protecting coastlines from wave stress.  The consequences 

of losing coral reefs are likely to be substantial and economically devastating for multiple nations 

across the planet when combined with other impacts such as sea level rise. 

 The situation with coral reefs is summarized by Schuttenberg and Hoegh-Guldberg 

(2007) thus: "Although the current greenhouse trajectory is disastrous for coral reefs and the 

millions of people who depend on them for survival, we should not be lulled into accepting a 

world without corals.  Only by imagining a world with corals will we build the resolve to solve 

the challenges ahead.  We must avoid the "game over" syndrome and marshal the financial, 

political, and technical resources to stabilize the climate and implement effective reef 

management with unprecedented urgency." 

 Hydrologic extremes and storms.  The extremes of the hydrologic cycle are intensified 

as Earth becomes warmer.  A warmer atmosphere holds more moisture, so heavy rains become 

more intense and increase flooding.  Higher temperatures, on the other hand, cause an 

intensification of droughts, as does expansion of the subtropics with global warming.  The most 

recent IPCC (2007) report confirms existence of expected trends, e.g., precipitation has generally 

increased over land north of 30°N and decreased in more tropical latitudes.  Heavy precipitation 

events have increased substantially.  Droughts are more common, especially in the tropics and 

subtropics.  Tropospheric water vapor has increased. 

 Mountain glaciers.  Mountain glaciers are in near-global retreat (IPCC, 2007).  After a 

one-time added flush of fresh water, glacier demise will yield summers and autumns of 

frequently dry rivers originating in the Himalayas, Andes, and Rocky Mountains (Barnett et al., 

2008) that now supply water to hundreds of millions of people.  Present glacier retreat, and 

warming in the pipeline, indicate that 390 ppm of CO2 is already a threat for future fresh water 

security. 

 Human health.  Children are especially vulnerable to the health impacts of climate 

change.  Principal effects are categorized in Table 1 under the headings: (1) heat waves, (2) 

asthma and allergies, (3) infectious disease spread, (4) pests and disease spread across taxa: 

forests, crops and marine life, (5) winter weather anomalies, (6) drought, (7) food insecurity.  

Climate change poses a threat to child health through many pathways, especially by placing 

additional stress on the availability of food, clean air, clean water, and potentially expanding the 

burden of disease from vector-borne diseases (Bernstein and Myers, 2011). 

 World health experts have concluded with "very high confidence" that climate change 

already contributes to the global burden of disease and premature death (IPCC WG-II, 2007).  At 

this point the effects are small but are projected to progressively increase in all countries and 

regions.  IPCC (WG-II, 2007) describes evidence that climate change has already altered the 

distribution of some infectious disease vectors, altered the seasonal distribution of some 

allergenic pollen species, and increased heat-related deaths. 
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Table 1.  Climate Change Impacts on Human Health 

Heatwaves.   

 Heatwaves are not only increasing in frequency, intensity and duration, but their nature is changing. Warmer 

nighttime temps [double the increase of average temperature since 1970 (Karl et al.)] and higher humidity (7% 

more for each 1ºC warming) that raises heat indices and makes heat-waves all the more lethal. 

Asthma and allergies. 

 Asthma prevalence has more than doubled in the U.S. since 1980 and several exacerbating factors stem from 

burning fossil fuels. 

     Increased CO2 and warming boost pollen production from fast growing trees in the spring and ragweed in the 

fall (the allergenic proteins also increase). Particulates help deliver pollen and mold spores deep into the lung sacs. 

Ground-level ozone primes the allergic response (and O3 increases in heat-waves). Climate change has extended 

the allergy and asthma season two-four weeks in the Northern Hemisphere (depending on latitude) since 1970. 

     Increased CO2 stimulates growth of poison ivy and a chemical in it (uruschiol) that causes contact dermatitis. 

Infectious disease 

spread.   

 The spread of infectious diseases is influenced by climate change in two ways: warming expands the 

geographic and temporal conditions conducive to transmission of vector-borne diseases (VBDs), while floods can 

leave “clusters” of mosquito-, water – and rodent-borne diseases (and spread toxins). With the ocean the repository 

for global warming and the atmosphere holding more water vapor, rain is increasing in intensity -- 7% overall in 

the U.S. since 1970, 2”/day rains 14%, 4”/day rains 20%, and 6”/day rains 27% since 1970 (Groisman et al., 

2005), with multiple implications for health, crops and nutrition. 

     Tick-borne Lyme disease (LD) is the most important VBD in the U.S. LD case reports rose 8-fold in New 

Hampshire in the past decade and 10-fold (and now include all of its 16 counties). Warmer winters and 

disproportionate warming toward the poles mean that the changes in range are occurring faster than models based 

on changes in average temperatures project. Biological responses of vectors (and plants) to warming are, in 

general, underestimated and may be seen as leading indicators of warming due to the disproportionate winter 

(Tminimum or Tmin) and high latitude warming. 

Pests and disease 

spread across taxa: 

forests, crops and 

marine life.   

 Pests and diseases of forests, crops and marine life are favored in a warming world. Bark beetles are 

overwintering (absent sustained killing frosts) and expanding their range, and getting in more generations, while 

droughts in the West dry the resin that drowns the beetles as they try to drive through the bark. (Warming 

emboldens the pests while extremes weaken the hosts.) Forest health is also threatened in the Northeast U.S. 

(Asian Long-horned beetle and wooly adelgid of hemlock trees), setting the stage for increased wildfires with 

injury, death and air pollution, loss of carbon stores, and damage to oxygen and water supplies. In sum, forest pests 

threaten basic life support systems that underlie human health. 

     Crop pests and diseases are also encouraged by warming and extremes. Warming increases their potential 

range, while floods foster fungal growth and droughts favor whiteflies, aphid and locust. Higher CO2 also 

stimulates growth of agricultural weeds. More pesticides, herbicides and fungicides (where available) pose other 

threats to human health. Crop pests take up to 40% of yield annually, totaling ~$300 billion in losses (Pimentel) 

     Marine diseases (e.g., coral, sea urchin die-offs, and others), harmful algal blooms (from excess nutrients, loss 

of filtering wetlands, warmer seas and extreme weather events that trigger HABs by flushing nutrients into 

estuaries and coastal waters), plus the over 350 “dead zones” globally affect fisheries, thus nutrition and health.  

Winter weather 

anomalies.   

 Increasing winter weather anomalies is a trend to be monitored. More winter precipitation is falling as rain 

rather than snow in the Northern Hemisphere, increasing the chances for ice storms, while greater atmospheric 

moisture increases the chances of heavy snowfalls. Both affect ambulatory health (orthopedics), motor vehicle 

accidents, cardiac disease and power outages with accompanying health effects. 

Drought.   

 Droughts are increasing in frequency, intensity, duration, and geographic extent. Drought and water stress are 

major killers in developing nations, are associated with disease outbreaks (water-borne cholera, mosquito-borne 

dengue fever (mosquitoes breed in stored water containers)), and drought and higher CO2 increase the cyanide 

content of cassava, a staple food in Africa, leading to neurological disabilities and death. 

Food insecurity.   

 Food insecurity is a major problem worldwide. Demand for meat, fuel prices, displacement of food crops with 

those grown for biofuels all contribute. But extreme weather events today are the acute driver. Russia’s extensive 

2010 summer heat-wave (over six standard deviations from the norm, killing over 50,000) reduced wheat 

production ~40%; Pakistan and Australian floods in 2010 also affected wheat and other grains; and drought in 

China and the U.S. Southwest are boosting grain prices and causing shortages in many nations. Food riots are 

occurring in Uganda and Burkino Faso, and the food and fuel hikes may be contributing to the uprisings in North 

Africa and the Middle East.   Food shortages and price hikes contribute to malnutrition that underlies much of poor 

health and vulnerability to infectious diseases. Food insecurity also leads to political instability, conflict and war. 
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 If global warming increases IPCC (WG-II, 2007) projects the following trends, where we 

include only those that are assigned either high confidence or very high confidence: (1) increased 

malnutrition and consequent disorders, including those related to child growth and development, 

(2) increased death, disease and injuries from heat waves, floods, storms, fires and droughts, (3) 

increased cardio-respiratory morbidity and mortality associated with ground-level ozone, (4) 

some benefits to health, including fewer deaths from cold, although it is expected that these 

would be outweighed by the negative effects. 

 

7.  Societal Implications 

 The science is clear.  Human-made climate forcing agents, principally CO2 from burning 

of fossil fuels, have driven planet Earth out of energy balance – more energy coming in than 

going out.  The human-made climate forcing agents are the principal cause of the global 

warming of 0.8°C in the past century, most of which occurred in the past few decades. 

 Earth's energy imbalance today is the fundamental quantity defining the state of the 

planet.  With the completion of the near-global distribution of Argo floats and reduction of 

calibration problems, it is confirmed that the planet's energy imbalance averaged over several 

years, is at least 0.5 W/m
2
.  The imbalance averaged over the past solar cycle is probably closer 

to 0.75 W/m
2
.  An imbalance of this magnitude assures that continued global warming is in the 

pipeline, and thus so are increasing climate impacts. 

 Global climate effects are already apparent.  Arctic warm season sea ice has decreased 

more than 30 percent over the past few decades.  Mountain glaciers are receding rapidly all over 

the world.  The Greenland and Antarctic ice sheets are shedding mass at an accelerating rate, 

already several hundred cubic kilometers per year.  Climate zones are shifting poleward.  The 

subtropics are expanding.  Climate extremes are increasing.  Summer heat of a degree that 

occurred only 2-3 percent of the time in the period 1950-1980, or, equivalently, in a typical 

summer covered 2-3 percent of the globe, now occurs over 20-40 percent of Earth's surface each 

summer (http://www.columbia.edu/~jeh1/mailings/2011/20110327_Perceptions.pdf).  Within 

these expanded areas smaller regions of more extreme anomalies, such as the European heat 

wave of 2003 and the Moscow and Pakistan heat waves of 2010. 

 Global climate anomalies and climate impacts will continue to increase if fossil fuel use 

continues at current levels or increases.  Earth's history provides our best measure of the ultimate 

climate response to a given level of climate forcing and global temperature change.  

Continuation of business-as-usual fossil fuel emissions for even a few decades would guarantee 

that global warming would pass well beyond the warmest interglacial periods in the past million 

years, implying transition to literally a different planet than the one that humanity has 

experienced.  Today's young people and following generations would be faced with continuing 

climate change and climate impacts that would be out of their control. 

 Yet governments are taking no actions
13

 to substantially alter business-as-usual fossil fuel 

emissions.  Rhetoric about a 'planet in peril' abounds.   But actions speak louder than words.  

Continued investments in infrastructure to expand the scope and nature of fossil fuel extraction 

expose reality. 

 The matter is urgent.  CO2 injected into the atmosphere by burning fossil fuels remains in 

the surface climate system for millennia.  The practicality of any scheme to extract CO2 from the 

air is dubious.  Potentially huge costs would be left to young people and future generations. 

 The apparent solution is to phase out fossil fuel emissions in favor of clean energies and 

energy efficiency.  Governments have taken steps to promote renewable energies and encourage 

energy efficiency.  But renewable energies total only a few percent of all energy sources, and 

http://www.columbia.edu/~jeh1/mailings/2011/20110327_Perceptions.pdf
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improved efficiency only slows the growth of energy use.  The transition to a post-fossil fuel 

world of clean energies is blocked by a fundamental fact, as certain as the law of gravity: as long 

as fossil fuels are the cheapest energy, they will be burned. 

 However, fossil fuels are cheapest only because they are subsidized directly and 

indirectly, and because they are not made to pay their costs to society – the costs of air and water 

pollution on human health and costs of present and future climate disruption and change.  

 Those people who prefer to continue business-as-usual assert that transition to fossil fuel 

alternatives would be economically harmful, and they implicitly assume that fossil fuel use can 

continue indefinitely.  In reality, it will be necessary to move to clean energies eventually, and 

most economists believe that it would be economically beneficial to move in an orderly way to 

the post fossil fuel era via a steadily increasing price on carbon emissions. 

 A comprehensive assessment of the economics, the arguments for and against a rising 

carbon price, is provided in the book The Case for a Carbon Tax (Hsu, 2011).  An across-the-

board price on all fossil fuel CO2 emissions emerges as the simplest, easiest, fastest and most 

effective way to phase down carbon emissions, and this approach presents fewer obstacles to 

international agreement. 

 The chief obstacles to a carbon price are often said to be the political difficulty, given the 

enormous resources that interest groups opposing it can bring to bear, and the difficulty of 

getting the public to understand arcane economic issues.  On the other hand, a simple, 

transparent, gradually rising fee on carbon emissions collected, with the proceeds distributed to 

the public, can be described succinctly, as it has by Jim DiPeso, Policy Director of Republicans 

for Environmental Protection http://www.rep.org/opinions/weblog/weblog10-10-11.html 

 A gradually rising carbon price is the sine qua non, but it must be combined with a 

portfolio of other actions: energy research and development with demonstration programs; public 

investment in complementary infrastructure such as improved electric grids; global monitoring 

systems; energy efficiency regulations; public education and awareness; support for climate 

change mitigation and adaptation in undeveloped countries.  In economic theory, within a nation 

or a common block of nations, a carbon trading system may be useful, but given the need for 

rapid global emissions reduction, a simple across-the-board carbon tax is the preferred approach 

from the standpoint of conservative economics (Mankiw, 2007). 

 The basic matter, however, is not one of economics.  It is a matter of morality – a matter 

of intergenerational justice.  The blame, if we fail to stand up and demand a change of course, 

will fall on us, the current generation of adults.  Our parents honestly did not know that their 

actions could harm future generations.  We, the current generation, can only pretend that we did 

not know. 
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Prospect of limiting the global increase in temperature to 2ºC is
getting bleaker

30 May 2011

CO2 emissions reach a record high in 2010; 80% of projected 2020
emissions from the power sector are already locked in

Energy-related carbon-dioxide (CO2) emissions in 2010 were the highest in history, according to the
latest estimates by the International Energy Agency (IEA).

After a dip in 2009 caused by the global financial crisis, emissions are estimated to have climbed to a
record 30.6 Gigatonnes (Gt), a 5% jump from the previous record year in 2008, when levels reached 29.3
Gt.

In addition, the IEA has estimated that 80% of projected emissions from the power sector in 2020 are
already locked in, as they will come from power plants that are currently in place or under construction
today.

“This significant increase in CO2 emissions and the locking in of future emissions due to infrastructure
investments represent a serious setback to our hopes of limiting the global rise in temperature to no more
than 2ºC,” said Dr Fatih Birol, Chief Economist at the IEA who oversees the annual World Energy Outlook,
the Agency’s flagship publication.

Global leaders agreed a target of limiting temperature increase to 2°C at the UN climate change talks in
Cancun in 2010. For this goal to be achieved, the long-term concentration of greenhouse gases in the
atmosphere must be limited to around 450 parts per million of CO2-equivalent, only a 5% increase
compared to an estimated 430 parts per million in 2000.

The IEA’s 2010 World Energy Outlook set out the 450 Scenario, an energy pathway consistent with
achieving this goal, based on the emissions targets countries have agreed to reach by 2020. For this
pathway to be achieved, global energy-related emissions in 2020 must not be greater than 32 Gt.This
means that over the next ten years, emissions must rise less in total than they did between 2009 and
2010.

“Our latest estimates are another wake-up call,” said Dr Birol. “The world has edged incredibly close to
the level of emissions that should not be reached until 2020 if the 2ºC target is to be attained. Given the
shrinking room for manœuvre in 2020, unless bold and decisive decisions are made very soon, it will be
extremely challenging to succeed in achieving this global goal agreed in Cancun.”

In terms of fuels, 44% of the estimated CO2 emissions in 2010 came from coal, 36% from oil, and 20%
from natural gas.

The challenge of improving and maintaining quality of life for people in all countries while limiting CO2
emissions has never been greater. While the IEA estimates that 40% of global emissions came from
OECD countries in 2010, these countries only accounted for 25% of emissions growth compared to 2009.
Non-OECD countries – led by China and India – saw much stronger increases in emissions as their
economic growth accelerated.

However, on a per capita basis, OECD countries collectively emitted 10 tonnes, compared with 5.8 tonnes
for China, and 1.5 tonnes in India.
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Exclusive: Record rise, despite recession, means 2C target

almost out of reach

Fiona Harvey, Environment correspondent
guardian.co.uk, Sunday 29 May 2011 17.00 EDT
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Economic recession has failed to curb rising emissions, undermining hope of keeping global warming to safe levels

Photograph: Dave Reede/All Canada Photos/Corbis

Greenhouse gas emissions increased by a record amount last year, to the highest carbon

output in history, putting hopes of holding global warming to safe levels all but out of

reach, according to unpublished estimates from the International Energy Agency.

The shock rise means the goal of preventing a temperature rise of more than 2 degrees

Celsius – which scientists say is the threshold for potentially "dangerous climate

change" – is likely to be just "a nice Utopia", according to Fatih Birol, chief economist of

the IEA. It also shows the most serious global recession for 80 years has had only a

minimal effect on emissions, contrary to some predictions.

Last year, a record 30.6 gigatonnes of carbon dioxide poured into the atmosphere,

mainly from burning fossil fuel – a rise of 1.6Gt on 2009, according to estimates from

the IEA regarded as the gold standard for emissions data.

"I am very worried. This is the worst news on emissions," Birol told the Guardian. "It is

becoming extremely challenging to remain below 2 degrees. The prospect is getting

bleaker. That is what the numbers say."

Professor Lord Stern of the London School of Economics, the author of the influential

Stern Report into the economics of climate change for the Treasury in 2006, warned

that if the pattern continued, the results would be dire. "These figures indicate that

[emissions] are now close to being back on a 'business as usual' path. According to the

[Intergovernmental Panel on Climate Change's] projections, such a path ... would mean

around a 50% chance of a rise in global average temperature of more than 4C by 2100,"

Worst ever carbon emissions leave climate on the brink | Environment | T... http://www.guardian.co.uk/environment/2011/may/29/carbon-emissions-n...
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he said.

"Such warming would disrupt the lives and livelihoods of hundreds of millions of

people across the planet, leading to widespread mass migration and conflict. That is a

risk any sane person would seek to drastically reduce."

Birol said disaster could yet be averted, if governments heed the warning. "If we have

bold, decisive and urgent action, very soon, we still have a chance of succeeding," he

said.

The IEA has calculated that if the world is to escape the most damaging effects of global

warming, annual energy-related emissions should be no more than 32Gt by 2020. If this

year's emissions rise by as much as they did in 2010, that limit will be exceeded nine

years ahead of schedule, making it all but impossible to hold warming to a manageable

degree.

Emissions from energy fell slightly between 2008 and 2009, from 29.3Gt to 29Gt, due

to the financial crisis. A small rise was predicted for 2010 as economies recovered, but

the scale of the increase has shocked the IEA. "I was expecting a rebound, but not such a

strong one," said Birol, who is widely regarded as one of the world's foremost experts on

energy.

John Sauven, the executive director of Greenpeace UK, said time was running out. "This

news should shock the world. Yet even now politicians in each of the great powers are

eyeing up extraordinary and risky ways to extract the world's last remaining reserves of

fossil fuels – even from under the melting ice of the Arctic. You don't put out a fire with

gasoline. It will now be up to us to stop them."

Most of the rise – about three-quarters – has come from developing countries, as

rapidly emerging economies have weathered the financial crisis and the recession that

has gripped most of the developed world.

But he added that, while the emissions data was bad enough news, there were other

factors that made it even less likely that the world would meet its greenhouse gas

targets.

• About 80% of the power stations likely to be in use in 2020 are either already built or

under construction, the IEA found. Most of these are fossil fuel power stations unlikely

to be taken out of service early, so they will continue to pour out carbon – possibly into

the mid-century. The emissions from these stations amount to about 11.2Gt, out of a

total of 13.7Gt from the electricity sector. These "locked-in" emissions mean savings

must be found elsewhere.

"It means the room for manoeuvre is shrinking," warned Birol.

• Another factor that suggests emissions will continue their climb is the crisis in the

nuclear power industry. Following the tsunami damage at Fukushima, Japan and

Germany have called a halt to their reactor programmes, and other countries are

reconsidering nuclear power.

"People may not like nuclear, but it is one of the major technologies for generating

electricity without carbon dioxide," said Birol. The gap left by scaling back the world's

nuclear ambitions is unlikely to be filled entirely by renewable energy, meaning an

increased reliance on fossil fuels.

• Added to that, the United Nations-led negotiations on a new global treaty on climate

change have stalled. "The significance of climate change in international policy debates

is much less pronounced than it was a few years ago," said Birol.
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He urged governments to take action urgently. "This should be a wake-up call. A chance

[of staying below 2 degrees] would be if we had a legally binding international

agreement or major moves on clean energy technologies, energy efficiency and other

technologies."

Governments are to meet next week in Bonn for the next round of the UN talks, but

little progress is expected.

Sir David King, former chief scientific adviser to the UK government, said the global

emissions figures showed that the link between rising GDP and rising emissions had not

been broken. "The only people who will be surprised by this are people who have not

been reading the situation properly," he said.

Forthcoming research led by Sir David will show the west has only managed to reduce

emissions by relying on imports from countries such as China.

Another telling message from the IEA's estimates is the relatively small effect that the

recession – the worst since the 1930s – had on emissions. Initially, the agency had

hoped the resulting reduction in emissions could be maintained, helping to give the

world a "breathing space" and set countries on a low-carbon path. The new estimates

suggest that opportunity may have been missed.
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Emission pathways consistent with a 2 ◦C global
temperature limit
Joeri Rogelj1*, William Hare2,3, Jason Lowe4, Detlef P. van Vuuren5,6, Keywan Riahi7, Ben Matthews8,
Tatsuya Hanaoka9, Kejun Jiang10 and Malte Meinshausen2,11

In recent years, international climate policy has increasingly
focused on limiting temperature rise, as opposed to achieving
greenhouse-gas-concentration-related objectives. The agree-
ments reached at the United Nations Framework Convention
on Climate Change conference in Cancun in 2010 recognize
that countries should take urgent action to limit the increase
in global average temperature to less than 2 ◦C relative to
pre-industrial levels1. If this is to be achieved, policymak-
ers need robust information about the amounts of future
greenhouse-gas emissions that are consistent with such tem-
perature limits. This, in turn, requires an understanding of both
the technical and economic implications of reducing emissions
and the processes that link emissions to temperature. Here
we consider both of these aspects by reanalysing a large set
of published emission scenarios from integrated assessment
models in a risk-based climate modelling framework. We find
that in the set of scenarios with a ‘likely’ (greater than 66%)
chance of staying below 2 ◦C, emissions peak between 2010
and 2020 and fall to a median level of 44 Gt of CO2 equivalent in
2020 (compared with estimated median emissions across the
scenario set of 48 Gt of CO2 equivalent in 2010). Our analysis
confirms that if the mechanisms needed to enable an early
peak in global emissions followed by steep reductions are not
put in place, there is a significant risk that the 2 ◦C target
will not be achieved.

Cumulative emissions of long-lived greenhouse gases (GHGs)
approximately define the temperature response of the climate
system at timescales of centuries to millennia2–4 because a
significant fraction of CO2 emissions, the dominant anthropogenic
GHG, is removed very slowly from the atmosphere5,6. The
temperature response will therefore continue, even when global
emissions return to zero, or when concentrations are stabilized6,7.
Cumulative emissions provide very little information on the
technical feasibility and cost implications of following a particular
‘emissions pathway’, information that is needed for policymakers
who are deciding now on emissions goals for the coming
decades. Path-dependent assessments, such as the United Nations
Environment Programme’s The Emissions Gap Report 8, are
therefore highly policy-relevant. This work extends the pathway
analysis of that report (see Supplementary Information).

1Institute for Atmospheric and Climate Science, ETH Zurich, Universitätstrasse 16, 8092 Zürich, Switzerland, 2Potsdam Institute for Climate Impact
Research (PIK), PO Box 60 12 03, 14412 Potsdam, Germany, 3Climate Analytics GmbH, Telegrafenberg A26, 14412 Potsdam, Germany, 4Met Office Hadley
Centre, Department of Meteorology, University of Reading, Reading RG6 6BB, UK, 5PBL Netherlands Environmental Assessment Agency, PO Box 303,
3720 AH Bilthoven, The Netherlands, 6Utrecht Sustainability Institute, Utrecht University, Heidelberglaan 2, 3584 CS Utrecht, The Netherlands, 7Energy
Program, International Institute for Applied Systems Analysis (IIASA), Schlossplatz 1, A-2361 Laxenburg, Austria, 8Georges Lemaître Centre for Earth &
Climate Research, Université Catholique de Louvain, Place de l’Université 1, B-1348 Louvain-la-Neuve, Belgium, 9National Institute for Environmental
Studies, 16-2 Onogawa, Tsukuba, Ibaraki 305-8506, Japan, 10Energy Research Institute, B1505, Jia. No. 11, Muxidibeili, Xichen Dist., Beijing 100038, China,
11School of Earth Sciences, University of Melbourne, Victoria 3010, Australia. *e-mail: joeri.rogelj@env.ethz.ch.

The Cancun Agreements refer to holding global mean tempera-
ture increase below 2 ◦C. Therefore, we do not allow a temperature
overshoot in this study, although concentrations may temporarily
overshoot a level that in equilibrium would lead to an exceedance
of the temperature limit. There is increasing evidence from recent
studies7,9,10 that a decline of temperature might be unlikely on
timescales relevant to human societies in the absence of strongly
negative emissions. The slow oceanmixing that delays warming due
to anthropogenic radiative forcing at present would also limit the
amount of cooling formany decades to centuries9–11.

Scenarios developed by integrated assessment models (IAMs)
represent analyses of how society could evolve given assumed
constraints of feasibility. In general, ‘feasibility’ encompasses
technological, economic, political and social factors. IAMs account
for some of these factors by assuming a set of mitigation
technologies, constraining their potential and the rate atwhich these
technologies can be introduced, amongst other things. Examples of
such constraints include assumptions about the maximum feasible
technology penetration rates, maximum cost, constraints on the
use of renewables based on their intermittency and a maximum
speed of specific system changes. Societal and political factors have
typically received only limited attention: for instance, nearly all
mitigation scenarios assume full participation of all regions in
global mitigation efforts.

Scenarios from different IAMs consistent with different policy
targets have been compared in previous studies12,13. Most of
these focus on optimal (least-cost) pathways to achieve GHG
concentration stabilization. Only recently, modelling comparison
studies12 have started focusing on second-best scenarios, which
assume limited/delayed international participation of countries
and/or reduced technology availability implying delayed emission
reductions. The range in IAM outcomes for similar targets is
broad, and reflects prevailing uncertainties captured by different
methods and underlying assumptions12,14,15. Considering the
combined impact on mitigation targets of both climate and
technical and economic constraints and uncertainties has thus far
received little attention.

Here we present a scenario reanalysis focusing on temperature
targets. We use the carbon-cycle and climate model MAGICC6
(ref. 16), constrained by historical observations, to obtain estimates
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Table 1 |Overview of pathway characteristics of emission pathways that limit global average temperature increase to below 2 ◦C
relative to pre-industrial levels during the twenty-first century.

Number of pathways Peaking decade* Total GHG emissions
in 2020

Average industrial CO2

post-peak reduction rates†

(2000+year) (Gt CO2e) (percentage of 2000 emissions per year)

‘Very likely’ chance (>90%) of staying below 2 ◦C during twenty-first century‡

Without global net negative
industrial CO2 emissions

0 — — —

With global net negative
industrial CO2 emissions

3 10(—[10]—)15 41(—[43]—)44 3.2(—[3.3]—)3.3

All pathways 3 10(—[10]—)15 41(—[43]—)44 3.2(—[3.3]—)3.3

‘Likely’ chance (>66%) of staying below 2 ◦C during twenty-first century

Without global net negative
industrial CO2 emissions

14 10(10[10]10)20 21(26[42]45)48 0(1.0[2.3]3.3)3.6

With global net negative
industrial CO2 emissions

12 10(10[10]15)15 41(41[44]46)48 1.5(1.7[3.0]3.5)3.8

All pathways 26 10(10[10]15)20 21(31[44]46)48 0(1.5[2.7]3.4)3.8

‘At least fifty-fifty’ chance (>50%) of staying below 2 ◦C during twenty-first century

Without global net negative
industrial CO2 emissions

20 10(10[10]15)20 21(28[44]47)48 0(1.3[2.4]3.1)3.6

With global net negative
industrial CO2 emissions

19 10(10[10]20)30 41(42[45]48)50 1.2(1.7[3.0]3.6)5.9

All pathways 39 10(10[10]15)30 21(38[44]47)50 0(1.5[2.7]3.5)5.9

Data are provided for three probability options: a ‘very likely’ (greater than 90%), a ‘likely’ (greater than 66%) or ‘at least fifty-fifty’ (greater than 50%) chance.
Format: minimum(15%quantile[median]85%quantile)maximum. *The year given is an indication of the middle of the decade in which the peaking occurs in the scenarios. †Being relative to constant
2000 emissions, these reduction rates differ from exponential reduction rates (see Methods). ‡Owing to the low number of pathways, only minimum, median and maximum values are given for the ‘very
likely’ option.

of future atmospheric GHG concentrations and transient temper-
atures (see Methods). This approach eliminates the uncertainty
due to differing climate representations within the individual IAM
studies17. We compiled a set of 193 emissions pathways from the
literature (see Methods and Supplementary Information). Of this
set, roughly one third represents baseline scenarios (that is, possible
developments in the absence of climate policy intervention) and the
remainder represents emissionmitigation scenarios.

Owing to the uncertainty in our quantitative understanding
of the climate system and carbon-cycle response to emissions,
the projected results can be defined in terms of a probability of
staying below a given temperature target. The choice of which target
and with which probability it is to be reached can be informed
by science but is fundamentally a political question depending
on risk and value judgements. Policymakers in Cancun did not
specify such a probability, neither quantitatively nor qualitatively.
To cover a range of possible choices, we evaluate pathways for
three options: a ‘very likely’ (greater than 90%), a ‘likely’ (greater
than 66%) and an ‘at least fifty-fifty’ (greater than 50%) probability
throughout the twenty-first century (see Methods). Pathways with
a ‘very likely’ 2 ◦C probability are a subset of pathways with a
‘likely’ probability, which are in turn a subset of the pathways
with an ‘at least fifty-fifty’ probability of limiting temperature
increase to below 2 ◦C.

In our set, none of the baseline scenarios is able to limit the
global temperature increase to below 2 ◦C. On the other hand,
3, 26 and 39 pathways have a ‘very likely’, ‘likely’ and ‘at least
fifty-fifty’ chance to limit global temperature change to below
2 ◦C during the twenty-first century, respectively (Table 1, Fig. 1).
In all pathways, emissions peak in the short term and decline
later to stay below 2 ◦C. We start from estimated median 2010
emissions across our harmonized set (see Methods) of about

48Gt of CO2 equivalent (CO2e). For pathways with a ‘likely’
chance of staying below 2 ◦C we find the following characteristics:
median 2020 emissions are 44Gt CO2e, with a 15–85% quantile
range of 31–46Gt CO2e. Most of these pathways (at least 85%
of all cases) peak global emissions before 2020. After the peak,
emissions decline. Still for the same pathways, median annual
post-peak CO2 reduction rates (see Methods) are around 2.7%
(range 1.5–3.4%), and global total GHG emissions in 2050 show
a median reduction of 45% (range 35–55%) below 1990 levels of
36.6Gt CO2e.

Besides a 2 ◦C limit, the Cancun Agreements furthermore
include a commitment to review and consider strengthening the
long-term goal, particularly in relation to a 1.5 ◦C limit. No
ensemble member (including even the most stringent mitigation
scenarios) limits warming to less than 1.5 ◦C throughout the entire
century for any of the probability options. However, some scenarios
in our set bring warming back below 1.5 ◦C by 2100: a first scenario
(from ‘POLES’ in ref. 13) does so with a probability of about
50%, and a second scenario (from ‘MERGE’ in ref. 13) with a
‘likely’ chance (>66%).

An important difference14 is noted between pathways that
do not show global CO2 emissions from energy and industry
to become negative compared with those that do. Net negative
emissions from the energy and industry sector may be possible
through the application of a combination of capture and
geological storage18 of CO2 (CCS) and bio-energy19 (BECCS).
In the pathways with no negative emissions, the median 2020
values for the ‘likely’ option are 2Gt CO2e lower at 42Gt
CO2e (Table 1). Pathways that have net negative emissions (28
in total) feature higher rates of post-peak emission reductions
while not exhibiting significant differences for the peak period.
An in-depth analysis of the influence of BECCS on the
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Figure 1 | Emission ranges of published IAM scenarios, colour coded as a function of the likely (greater than 66% probability) avoided global average
temperature increase. a, 15–85% quantile ranges over time of global total GHG emissions of pathway sets consistent with a given temperature limit during
the twenty-first century. Colour coding defines the respective temperature limit per pathway set. Black dashed lines show the median for each respective
pathway set. b,c, 2020 (b) and 2050 (c) time slices of global total emissions consistent with a temperature limit during the twenty-first century. Shaded
areas represent the minimum–maximum ranges; the coloured bounded rectangles the 15–85% quantile ranges and the thick black horizontal lines the
median values for each temperature level, respectively. Horizontal blue lines represent median 1990 and 2010 emissions. Ranges for the other probability
options (>90% and >50%) and time slices are given in Supplementary Figs S1–S5.

global peak of emissions is not possible with the available
scenarios and would require specifically designed experiments that
address this question.

Weakening the stringency of the 2 ◦C limit and accepting a
lower chance of success (at least 50% instead of 66% probability),
slightly shifts the 15–85% quantile range of scenarios in 2020 to
38–47Gt CO2e (the median remains at 44Gt CO2e). The peaking
period remains during the present decade (precision-limited by the
decadal-resolution data from the IAMs) and the median post-peak
emission reduction rates are virtually the same as for the ‘likely’ case
in more than 85% of the cases. Finally, the three pathways with
a ‘very likely’ (greater than 90%) chance of success show a peak

during this decade, 2020 emissions not exceeding 44Gt CO2e and
post-peak reduction rates that are higher than themedians from the
other cases. These three pathways have negative emissions.

Atmospheric CO2 and CO2e concentrations in 2100 of the
pathways ‘likely’ consistent with 2 ◦C (Table 2) are around 425 ppm
CO2 (range 415–460) and 465 ppm CO2e (range 435–475),
respectively. Pathways consistent with 2 ◦Cwith a ‘likely’ or ‘fifty-
fifty’ chance have peaked CO2 concentrations during the twenty-
first century (see Methods) in about 30 and 40% of the cases,
respectively. CO2-equivalent concentrations peaked in about 40%
of the cases for both probability options. If scenarios do not peak
concentrations, they stabilize during the twenty-first century. A
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Table 2 |Overview of 2020 emissions, 2100 atmospheric CO2 and total GHG concentrations of pathways that hold global average
temperature increase below a specific temperature limit.

Number of pathways Total GHG emissions in 2020 Atmospheric concentrations in 2100
(Gt CO2e) CO2 (ppm CO2) Total GHG (ppm CO2e)

Emission pathways with a ‘likely’ (>66%) probability to limit temperature increase to below:

1.5 ◦C Insufficient data Insufficient data Insufficient data Insufficient data
2 ◦C 26 21(31[44]46)48 375(412[423]457)468 400(436[463]476)486
2.5 ◦C 46 41(44[48]51)53 376(416[490]506)542 422(472[526]554)557
3 ◦C 45 40(47[52]55)55 477(501[542]574)616 554(561[609]636)645
3.5 ◦C 22 46(47[51]57)58 540(562[602]659)709 647(649[669]751)775
4 ◦C 18 45(51[54]60)66 649(661[726]811)890 759(782[833]869)939
5 ◦C 19 52(53[57]61)71 678(746[817]958)1104 851(922[993]1101)1134
Above 5 ◦C 10 54(56[59]62)67 888(905[975]1046)1049 1116(1153[1207]1318)1482

Data are provided for pathways that hold temperature increase to below a given temperature limit during the twenty-first century with a ‘likely’ (greater than 66%) chance. Results are given for
temperature bins defined by the temperature limit and its preceding limit. For example, the ‘3 ◦C’ row shows characteristics for emission pathways that limit warming below 3 ◦C with a ‘likely’ chance,
but above 2.5 ◦C. See also Fig. 1 and Supplementary Fig. S6. Data for the other probability options are presented in Supplementary Figs S3, S5, S7 and S8, and in Supplementary Tables S1 and S2.
Format: minimum(15%quantile[median]85%quantile)maximum.

decline afterward is not excluded. All ‘very likely’ chance pathways
show a peak and decline in CO2e concentrations of GHGs.
More than 70% of the ‘likely’ chance scenarios assume global
net negative CO2 emissions from industry and energy to achieve
such peaking. Furthermore, all scenarios that would comply with
a ‘fifty-fifty’ chance and are outside the ‘likely’ subset include
such negative emissions.

There are a number of caveats in interpreting our results. First,
by describing the 15–85% quantiles over time, the intertemporal
relationship between different emission paths is masked. Although
the median path can be considered as a representative evolution
of emissions for ‘likely’ pathways, the 15 and 85% quantile paths
cannot. Emissions near the 85% quantile path in the first half of the
century are followed by emissions near the 15% quantile path in the
second half and vice versa (see Supplementary Fig. S9).

Second, besides results from the 15–85% quantiles, results
outside this range also give insights. They provide information
about potential future worlds in the tails of the distributions. A few
pathways20,21 (three in total) suggest that emissions could decline
globally to about 30%–40% below 1990 levels by 2020. On the other
side of the spectrum, one pathway22 peaks at 48Gt CO2e in 2020
owing to delayed participation and still stays below 2 ◦C with a
‘likely’ chance. Another scenario23 shows steep emission reduction
rates of 5.9% after peaking at 50Gt CO2e around 2030, while still
having an ‘at least fifty-fifty’ probability to stay below 2 ◦C. CCS
contributes massively to the mitigation portfolio in this scenario,
capturing up to almost double the present global CO2 emissions
per year by 2065. For most scenarios in our set, a peak in world
emissions in 2030 would be more consistent with a ‘likely’ chance
to stay below 3 ◦C instead of 2 ◦C.

A third issue is that for many scenarios the potential for net
negative global CO2 emissions from energy and industry is a crucial
factor14. The potential of BECCS (refs 18,19) is already included in
many IAMs. However, as for other advanced technologies, BECCS
has not been demonstrated on a significant scale in the real world.
Concerns exist with respect toCO2 storage potential18 aswell as with
respect to competition of large-scale bio-energy systems24 with food
production, biodiversity and ecosystem services. Other negative
emission technologies, such as direct air capture of CO2, are not
explicitly included inmost models at present.

Fourth, our set of pathways represents scenarios that are
considered feasible by IAMs. The extent to which the realiza-
tion of such scenarios is plausible in the real world goes be-
yond techno-economic and physical constraints represented by
the IAMs, and also depends highly on factors such as political

circumstances and public acceptance. Our analysis of the sce-
nario space relies on the soundness and quality of the underlying
IAM studies, and does not imply any independent assessment
of the feasibility of the above-mentioned factors. We also ac-
knowledge that only a limited set of scenarios were run for the
low-temperature targets discussed here, and that scenario details
are often not reported when IAMs find these targets infeasible12.
Our findings, in particular with respect to low-emissions sce-
narios, therefore should be interpreted as an indication of the
stringency of mitigation that would need to occur to keep spe-
cific targets within reach. They should, however, not be inter-
preted as a comprehensive assessment of the feasibility of the
required mitigation action.

Related to this, it should be noted thatmost of the IAM scenarios
used in this study tried to find cost-effective pathways for long-
term climate targets. Scenarios that would look at economically
less attractive12,25 options could feature higher and/or later peaks
with steeper declines afterwards. The ensemble we used was
not designed to systematically sample all possible options, but
represents an ‘ensemble of opportunity’26. Clearly, IAMs do not set
‘hard laws’ on the consideration of whether achieving a particular
scenario is possible. They are based on modellers’ assumptions
about technological and economic constraints, which are subject
to change. Finally, a better understanding of socio-economic
impacts of regional climate change and their inclusion in IAMs
might have a large influence on the medium- and long-term cost
efficiency of emission pathways. As understanding evolves, it will be
necessary to update assessments such as the one presented here and
develop studies that address this question directly. Furthermore,
the treatment of political feasibility, including the will of national
governments to implement transitions to low-carbon economies,
remains a big unknown.

This analysis implies that the range of published IAM scenarios
in line with the goal of staying below 2 ◦C with a ‘likely’
chance would peak during this decade and have annual 2020
emissions of around 44Gt CO2e (range of 31–46Gt CO2e).
Our scenario set includes hardly any scenarios that take delayed
participation of regions in international carbon markets into
account. However, not assuming this at present seems optimistic
given the reluctance of some major emitters to join such a system.
Following higher 2020 emissions and later peaking as a result
of weaker early mitigation action would significantly reduce the
chances of staying below 2 ◦C. Without a firm commitment to
put in place the mechanisms to enable an early global emissions
peak followed by steep reductions thereafter, there are significant
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risks that the 2 ◦C target, endorsed by so many nations, is already
slipping out of reach.

Methods
We reanalysed an ensemble of 193 emission pathways from IAMs. This ensemble
includes reference and mitigation pathways from model intercomparison studies
(refs 12,13,27, among others, see Supplementary Table S3 for an overview of all
references), as well as from other stabilization and non-intervention scenarios. All
members are treated equally likely in the set.

Historical emission estimates come with a typical uncertainty range of 20–30%
(ref. 28). Therefore, for each member of the ensemble, the historical emissions up
to 2005 are harmonized to the historical multi-gas emission inventory developed
in the framework of the representative concentration pathways29,30 (RCPs).
Emissions of each ensemble member are adjusted with a tapered scaling factor
that returns to unity in 2050. This approach prevents possible amplification of
negative emissions in the second half of the century28. When future emissions
of a particular gas are missing, the multi-gas characteristics of the RCP3-PD
scenario31 are assumed, including sulphate aerosols, organic carbon, black
carbon and atmospheric ozone precursors. The RCP3-PD scenario models strong
environmental and climate policies. This choice is therefore consistent with our
set-up to primarily analyse mitigation pathways that reduce emissions to be
consistent with international temperature limits. Ozone-depleting substances
controlled by the Montreal Protocol are assumed to follow a gradual phase-out
during the twenty-first century.

After harmonization, six IAM pathways that show a decline or stabilization in
historical emissions from 2005 to 2010 are excluded from the final ensemble. We
also excluded one scenario for which insufficient detailed information about the
underlying assumptions was available (as in ref. 12).

Each member of the harmonized multi-gas emission pathway ensemble
is analysed probabilistically with the reduced-complexity climate system and
carbon-cycle model MAGICC (ref. 16), version 6. MAGICC has been calibrated
and shown to be able to reliably determine the atmospheric burden of CO2

concentrations following high-complexity carbon-cycle models16,32. It is also
able to project global average near-surface warming in line with estimates
made by complex atmosphere–ocean general circulation models for a range
of forcing scenarios, as assessed in the fourth assessment report (AR4) of the
Intergovernmental Panel on Climate Change33 (IPCC). Here it has been set up with
historical constraints for observed hemispheric land/ocean temperatures and ocean
heat-uptake (see Supplementary Information), emulating the C4MIP carbon-cycle
models34 and with the same climate-sensitivity probability distribution as the
‘illustrative default case’ in ref. 2 that closely reflects IPCC estimates33. Herewith,
the uncertainties in climate sensitivity, ocean heat-uptake and the response
of the carbon-cycle to a given emissions pathway are taken into account. For
each pathway, a 600-member ensemble is calculated to determine its resulting
time-evolving temperature probability distribution.

We carried out a sensitivity analysis on the climate-sensitivity choice and on
the assumptions regarding anthropogenic aerosols, soot and organic carbon, and
found that our results are robust under those sensitivity cases (see Supplementary
Information and Supplementary Table S4).

The range of results from this reanalysis of IAM pathways always refers
to the median, and the 15–85% quantile range (as an approximation of the
one-standard-deviation range around the mean). This provides a point of
comparison with the approach in the IPCC AR4 (ref. 15). For completeness, also
the minimum–maximum range is given. Total GHG emissions refer to emissions
included in the Kyoto basket of GHGs, which contains carbon dioxide (CO2),
methane (CH4), nitrous oxide (N2O), hydrofluorocarbons, perfluorocarbons
and sulphur hexafluoride (SF6) (see Supplementary Information). ‘Negative CO2

emissions’ refer to net global emissions from energy and industry, excluding
land-use emissions. The ‘post-peak’ reduction rates are calculated over the period
between 10 and 30 years after the peak. To allow comparison and ensure consistency
with the IPCC AR4, reduction rates are computed for global CO2 emissions from
energy and industry, and relative to 2000 levels. If fewer than 10 pathways were
available in a particular subset, only median, minimum and maximum values are
provided. If a pathway yields atmospheric CO2 concentrations in 2100 that are at
least 5% lower than the maximum concentration during the twenty-first century,
this pathway is defined to have peaked concentrations during this century. The
same approach applies to the total GHG (CO2e) concentrations.

Temperatures projections ‘relative to pre-industrial’ are calculated relative to
the 1850–1875 base period.
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